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1. INTRODUCTION

The World Wide Web (WWW) [1] is an Internet system in which billions of web pages containing text, images, audio and videos are interlinked with each other through hypermedia links. Despite of all of the efforts for the perfection, advancement and widespread use, the information in the current Web is still presented in human readable format with lack of any semantic and annotation capabilities, enough for machines to deduce any new information from the existing by its own [2]. Today huge amount of information is available on the Web in different structural formats imposing the burden of retrieving and interpreting of relevant information on the users. Thus, making users overwhelmed while searching for specific information.

To overcome the limitations of the current Web, Tim-Berner-Lee\(^1\) (inventor of the WWW) coined the idea of Semantic Web, also known as the modern Web. Semantic Web is an extension of the current Web, insisting the creation of implicit and meaningful relationships among the Web resource in a manner to be directly understandable by the machines [3]. In Semantic Web, machines will integrate information, apply computation on the information, and organize them into a format to be reusable across wide array of domains. Thus, will establish an environment where people and

---

\(^1\) http://www.w3.org/People/Berners-Lee/
machines will function in cooperation and will make the availability of right information at the right time and the right place possible.

The vision of Semantic Web revolutionized Web by taking it into new avenues of research. To light the lamp, researchers around the globe put forwarded their contributions for turning the Semantic Web vision into reality. To achieve the goals of Semantic Web, a list of technologies were proposed by the research communities which will not only help in understanding Semantic Web but will also accelerate the development rate of Semantic Web applications. Among the other technologies, Resource Description Framework (RDF) and Topic Maps (TMs) technologies developed respectively by W3C\(^2\) and ISO\(^3\) served as the backbone of Semantic Web and gained high level of popularity. An RDF model represents metadata enabled relationships among web resource in an explicit and precise manner to be easily interpretable by the machines [4]. Each RDF model is composed of statements where each statement relates two Web resources by using the analogy of subject, predicate, and object. The idea of Topic Maps was originally developed for the representation of back of the book index construction [5]. The original idea of Topic Maps was further extended by the researchers and used it for wider applications like to represent exchange and convey knowledge on the Semantic Web. Information in Topic Maps are represented in the form of topic, associations between topics and their occurrences.

Serialization is the process in which data in one format is semantically converted into another format for the storage and transmission purpose[6]. The convertible data can be reused later in another computing environment, regardless of any change in the original data format. It is due to the serialization that different types of data formats can be stored and run on different hardware platform regardless of their underlying architecture, thus, promoting interoperability. Serialization also provides simplicity and common I/O interface to store and transform data from one format to another. XML provides persistent method for the interchange of data on the web to be stored or communicated regardless of the programming languages in a human readable format [7]. A number of serialization formats are proposed by the research communities, academia, and organizations for RDF and TMs Semantic Web technologies with the view of expressibility, easy to create, easy to understand by both humans and machines, and take less network bandwidth while in transmission.

While being overwhelmed with a number of serialization formats, it is rather cumbersome for researchers and users to select an appropriate one and find solutions to problem of their interconversion. This research paper is aimed to provide a comprehensive overview and analysis of the available RDF and Topic Maps serializations formats, covering all of their possible aspects, and pros and cons. Main contributions of the paper are:

- The topic is almost unique in its integrity and opens new area of research.
- To provide a compact platform for the users and researchers to grab almost all of the relevant possible information about the topic in a single document.
- To organize and classify the available literature about the topic in an attractive manner to catch and boost interest of the new researchers in the area and take them into new avenues of research.
- To briefly explain and analyze the available serialization formats which are currently available in various domains and with their success stories and common reasons of failure.
- Gaining practical experience of inter-converting serialization formats belonging to the two Semantic Web islands.

2. EVALUATION FRAMEWORK AND METHODOLOGY

A serialization format is a way of encoding information that can be stored (e.g., in a file, or memory buffer) so that, when passed between machines, it can be parsed and understand, and reconstructed in the same or another computing environment. Resource Description Framework (RDF) and Topic Maps (TMs) technologies, fulfilling the vision of Semantic Web, enrich the scattered resources in the Web with metadata to solve the problem of knowledge sharing

\(^2\) http://www.w3.org/
\(^3\) http://www.iso.org/iso/home.html
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and integration. Although RDF and TMs are independent technologies from different standard organizations but their goal is the same, which is to represent the semantic relationship between web resources. RDF and Topic Maps data needs to be stored in a data structure (i.e., file format) which can be transmitted through a network to be used in another computing environment without changing in the original data format. The notions used to record RDF and Topic Maps data in a data structure is called serialization format. Practically, serialization format and RDF/Topic Maps are two different things. A serialization format describes an encoding technique of information, whereas, a RDF/Topic Map represents a mental conceptual data model of information in a domain. But, to make a RDF/Topic Map data model understandable to both humans and computers (especially), it needs to be represented in a serialization format. In other words, serialization is like the grammar of a language, while the data model is the informational content behind words. For example, the word “Green” spoken aloud in English is the serialization, while a data model is a way to define the concept of

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>XML</td>
<td>RDF/XML</td>
<td>Very High</td>
<td>Simple and user friendly</td>
<td>Less Compact</td>
<td>Available</td>
<td>Small scale and large scale</td>
<td>Merge and interchange information from multiple sources, Used to create ontologies, Can be used with relational databases and RSS, Hard format, Difficult to implement, Not processable with some standard XML tools.</td>
</tr>
<tr>
<td>TriX</td>
<td>High</td>
<td>Simple syntax</td>
<td>Compact</td>
<td>Available</td>
<td>Small scale</td>
<td>Represent RDF graph more consistently using XSLT, and Xquery, due to which processing speed is high and concise, Syntax can be extensible to represent any type of RDF graph, Verbese and poor human readable un-extended syntax, Inefficient transformation, Lack of hierarchy template match</td>
<td></td>
</tr>
<tr>
<td>Non-XML</td>
<td>N3</td>
<td>Medium</td>
<td>Simple and can easily parsed</td>
<td>Highly Compact</td>
<td>Available</td>
<td>Small scale and large scale</td>
<td>De facto standard, Optimize the logic and inference mechanism, Compact, persistent and readable syntax, Shorten absolute URI, Reduce verbose nature as compared to RDF/XML, Unknown and long term stability, Clear requirements for correlations of different features of N3 in RDF/XML format</td>
</tr>
<tr>
<td>N-Triple</td>
<td>High</td>
<td>Simple and easier to read and write</td>
<td>Less Compact</td>
<td>Available</td>
<td>Large scale</td>
<td>Automated processing during the comparison of the actual results with our desired results, Store and transform RDF graph(Triples) data in plain text and lines, Easily processable with N3 and Turtle tools, Line by line Parsing, Redundancy in code and Lack of support for nested resources</td>
<td></td>
</tr>
<tr>
<td>Turtle</td>
<td>High</td>
<td>Very Simple</td>
<td>Highly Compact</td>
<td>Available</td>
<td>Large scale</td>
<td>Contains all the capabilities of N-Triple, Compatible with N3, Encode any type of RDF graph, Greater conciseness and human readability, Used with the popular tools and API like Jena and OWL API, Reification of complex expressions and translations of OWL axioms into triples is difficult</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Detailed analysis and evaluation of Topic Maps serialization formats using set of criteria.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>XML</td>
<td>XTM</td>
<td>Very High</td>
<td>Simple</td>
<td>Not so Compact</td>
<td>Available</td>
<td>Small and large scale</td>
<td>Advance features than SGML, Flexible, user friendly, easily represent Knowledge Representation and navigation, Implemented on web browser, Cannot fully represent the whole Topic Maps paradigm, Occupy large space, Less effective in semantic integration and interoperability of Topic Maps constructs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CXTM</td>
<td>High</td>
<td>Complex</td>
<td>Less Compact</td>
<td>Available</td>
<td>Small scale</td>
<td>To any type of Hypermedia</td>
<td>Provide test suite for testing different TM technology, Directly compare the two data structures, Provide more reliability then other formats, It is only the variation of XTM used for the judgment of two TMDM</td>
</tr>
<tr>
<td>Non XML</td>
<td>HyTime</td>
<td>Medium</td>
<td>Simple</td>
<td>Not Compact</td>
<td>Available</td>
<td>To any type of Hypermedia</td>
<td>Provides an abstract facility for the TM paradigm to be expressed in SGML, Link and organized related topics which are time and space critical, Fulfill the needs of addressing in a convenient way, General purpose and abstract standard</td>
</tr>
<tr>
<td>CTM</td>
<td>Very High</td>
<td>Simple</td>
<td>Highly Compact</td>
<td>Available</td>
<td>Small and large scale</td>
<td>Short and simple text based notation, Represent the syntax of TMQL and TMCL precisely, Efficient parsing mechanism, Need special parser for TM constructs, Lack of support for item identifiers in TM constructs that are not topics</td>
<td></td>
</tr>
<tr>
<td>GTM</td>
<td>High</td>
<td>Simple</td>
<td>Highly Compact</td>
<td>Not Available</td>
<td>Small and large scale</td>
<td>Easily modeled, presented and communicated between users Due to visual nature, Create similar view on TM for programmers, Can be used with UML in a single model yielding high level performance, Weak due to the separation of two levels one for TMDM and another for TMCL</td>
<td></td>
</tr>
<tr>
<td>LTM</td>
<td>Low</td>
<td>Simple</td>
<td>Highly Compact</td>
<td>Available</td>
<td>Small scale</td>
<td>Simple and text based, Can be converted into XTM format, Efficient and take less space, User friendly and compact syntax, Not yet standardized, Superseded by CTM, Unsuccessful when come to the large TM</td>
<td></td>
</tr>
</tbody>
</table>

“Green” such that it is unambiguous whether you say “Green” or “Verde” or think about the color of a leaf [8]. A data model is an abstract model – it does not matter how one represent it as long as one stay true to its abstract properties. A serialization format typically encodes the information provided by the associated data modeling technology. To win the race, both of the competitors RDF and Topic Maps supports a variety of serialization formats varying in different aspects such as readability, expressibility, and compactness etc. for their data representation. However, a serialization format providing excellent overall results will not only help to boot the associated technology in the race but eventually the Semantic Web technology. In this paper, to give insight knowledge and understanding of the on hand RDF and Topic Maps serialization formats, they are evaluated against a set of criteria including
xml and non-xml, expressibility and computability, simplicity, applicability, compactness, tools and APIs support, and remarks. In order to compare the different serialization formats, simple book ontology is developed and serialized into different RDF and Topic Maps serialization formats to derive conclusions for the criteria (Table. 1 and Table. 2). Our book ontology covers most of the basic information related to a book as well as properties (i.e., data properties and object properties), and objects. The overall ontological graphs in RDF and Topic Maps are shown in Fig. 1 and Fig. 2, respectively.

- **XML-base and non-XML-based:** RDF and Topic Maps serialization formats can be classified into XML-based and non-XML-based. XML was the first serialization format used to produce text-based encoding which could not only be readable by humans and machines but could also be communicated between disjoint systems regardless of programming languages. XML-based encoding, however, lost more compact byte-stream-based encoding but the recent advancements in storage and communication capabilities made file size less of a concern. Binary XML was proposed more compact than regular XML but was not readable by plain-text editors and could not be exchanged between disjoint systems. Non-XML serializations were designed to be easier to write by hand and easier to follow because of using notions (i.e., tabular notion etc), which encodes the underlying information in a document to be easily recognizable as compared to XML-based sterilizations. JavaScript syntax based serialization: JSON is another more compact and lightweight plain-text serialization proposed as an alternative to XML-based serialization.

- **Expressibility:** The expressiveness power of a serialization format determines the level of constructs and features (i.e., syntactic sugars) provided by the format to encode complex information. A serialization format with high expressive power is obviously a liked one but often result in low computational performance. Similarly, a highly expressive format can serialize any type of data model either valid or invalid. For example, Notion 3 and RDF/XML can serialize

![Fig. 1. Minimized RDF graph of book ontology.](image)
both valid and invalid RDF graphs but Turtle can serialize only valid RDF graphs [9]. For a useful serialization format to be rich enough to satisfy user requirements comprehensively whilst retaining good computational properties.

- **Simplicity**: The simplicity of a serialization format defines how humane the format is: easy to understand by both humans and machines, quite readable/editable in raw form by humans, and relatively compact. However, compactness is not the critical requirement for simplicity because some serialization formats are quite simple but verbose such as N-Triples is a very simple but verbose serialization for RDF graphs [10]. Similarly, simplicity should not come at the cost of expressiveness. A Serialization format should be compact enough while retaining the desired expressiveness level. Similarly, simplicity should not be effect by compactness, a serialization format should use various methods to compact the data while still leaving it readable [10]. However, majorly simplicity affects compactness because compactness increases complexity while decreasing simplicity (e.g., N-Triples, and RDF/XML). Furthermore, using heavy compact encoding can impact encoders and decoders performances negatively.

- **Compactness**: The compactness of a serialization format determines strength of the format to encode maximum information in small number of statements. The compactness of a serialization format typically depend on the encoding type (i.e., XML-base and non-XML-based). XML based encodings are typically found more verbose (e.g., RDF/XML) and non-XML-based encodings are typically found more compact (e.g., Turtle [9]) but not necessarily (e.g., N-Triples [10]). XML-based serializations were plagued with non-compactness but current technological advancements in the storage and communication facilities made it of less concern. Compactness should not come at the cost of expressiveness. A Serialization format should be compact enough while retaining the desired expressiveness level. Similarly, simplicity should not be effect by compactness, a serialization format should use various methods to compact the data while still leaving it readable [10]. However, majorly simplicity affects compactness because compactness increases complexity while decreasing simplicity (e.g., N-Triples, and RDF/XML). Furthermore, using heavy compact encoding can impact encoders and decoders performances negatively.

- **Tools Support**: For a serialization format to be accepted by users needs strong support from software tools and APIs paradigms. A tool or an API provides an environment for users to create,
store, edit, maintain, and visualize a data model in a serialization format. However, hard coding in serialization format directly is a cumbersome task, therefore, tools and APIs should provide graphical user interface for users to interact with the data models in a click and play environment while producing the resultant serialization code automatically. For example, Protégé for RDF data model, and Ontoa for Topic Maps. An editor should support various serialization formats enabling users to select the required one. The more a serialization format is supported by the tools and APIs, the higher will be its market value.

- **Applicability**: The applicability of a serialization format determines to address which scale of data models: small scale or large scale. The scale of a RDF model is measured by the number and types of objects and relations, whereas, of Topic Maps by the number and types of concepts, occurrences, and associations. The higher the number of ingredients the complex will be the model and the higher the will be the scale. However, large scale models are difficult to create and maintain, therefore, designers typically recommend a serialization format application for a specific scale level.

- **Remarks**: In addition to the above criteria, several other features found during serialization formats investigation are highlighted in the remarks.

### 3. TYPES OF SERIALIZATION

A number of RDF and Topic Maps serialization formats are introduced by the Semantic Web researchers in the past several years. The available serialization formats of RDF and Topic Maps can be broadly divided into two categories: XML based and Non-XML based (as shown in Fig. 3) using the structure of serialized documents. Serialization formats belonging to both of the categories provides flexibility, user friendless and web centric application syntax while keeping the expressive power of both RDF and Topic Maps. Knowledge representation and navigation can also be done with simplicity and flexibility due to its support for different types of software and implementation on multiple platforms.

#### 2.1. Resource Description Framework Serialization Formats

Resource Description Framework (RDF) represents data in the form of graph model which is not suitable for storage and manipulation. To efficiently store, transmit, manipulate, and reuse RDF data on the Internet or in local computer several types of serialization formats were researched by the Semantic Web researchers with the aims of providing flexibility and compactness. Using the underlying serialization structures, they are classified into XML based and Non-XML based serialization formats, as shown in Fig. 4.

#### 2.1.1. XML Based Serialization

XML is a meta language standardized by the W3C, which stores, structures, and relates the contents of Web resources in a way to be easily accessible and interpretable by the machines [11]. To easily and efficiently interchange RDF documents on the Semantic Web, XML based Serialization like RDF/XML and Triples in XML (TriX) etc have been introduced by the Semantic Web researchers.
RDF/XML: RDF/XML is W3C standardized serialization format for the merging and interchangeability of information from multiple sources. Web resources can be expressed more meaningfully by RDF/XML Serialization. The expressive power of RDF/XML is much high, and the syntax is computable, simple, and user friendly. The parsing mechanism is quick and produces the output files in the same or another format by serializing the RDF triples [12]. One of the reasons of its popularity is the availability of numerous visual editing tools written in Java, like IsaViz etc [13]. As compared to other RDF serialization formats (e.g., N3, and Turtle, etc), RDF/XML based documents are less compact due to being lengthy, and larger in sizes [14]. But, on the other are more readable, easy to understand, and easy to implement as compared to them. Although RDF/XML is more flexible providing opportunities for representing RDF resource in multiple of ways, but results into making the syntax and format hard to read and implement [15]. Therefore, sometimes it is not processable with standard XML tools and creates difficulty while implementing some general types of RDF Graphs.

Triples in XML (TriX): TriX is a XML based serialization format which represents RDF graph (subject, predicate, and object) in a highly consistent and normalized way [16]. The reason of its high consistency and normalization is due to the use of XML tools like XSLT4, and Xquery5 etc for the manipulation of RDF graphs. TriX can express and serialize RDF named graphs as well, which are the combination of various RDF graphs in a single document represented by URIs. The syntax of TriX is more user friendly due to its unique features: relative URIs, and qnames. These features establish an environment where RDF documents can be easily read and write by eliminating redundant information and easing URI abbreviation. Supporting XSLT, TriX provides extensible syntax to express, represent and manipulate RDF graphs [16]. On the negative side, the syntax of TriX is incoherent and un-extended, therefore, decreases human readability. Despite of the fact that TriX documents are translatable using XSLT, but due to its lack of efficiency for hierarchal representation, each pattern match must query the entire document.

2.1.2. Non-XML Based Serialization

Although XML is well enough to provide interoperability, and platform independency but it suffers from numerous problems majoring that XML documents are normally larger in size by containing a number of words, which will not only create problems while transmission but will also severely effect human readability and understandability. To eliminate these problems researchers tried to find another way of representing RDF documents which is SGML. In the past several years, a wide array of non-XML based (SGML based) serialization formats for RDF documents including Notation-3 (N3), N-Triple, Terse RDF Triple Language (Turtle) are introduced by the research communities. It is argued that they have the potential to overcome the limitations and, in specific, the verbose nature of XML based serialization.

Notation-3 (N3): N3 is a de-facto standard developed by Tim Berners Lee and published by W3C in 2008 [17]. The basic idea was to optimize the logic and inference mechanism as compared to the other notations. The main reason behind the popularity of

\[\text{Fig. 4. Classification of RDF serialization formats.}\]
N3 is because of its compactness, readability, and following many key features of Semantic Web not available in RDF/XML [18]. The distinguishable features of N3 include its simple and persistent syntax, expressive power, and ability to abbreviate URIs using prefixes. The expressive power of N3 in open web based environment is high and can express rules and logic by combining RDF properties with N3’s extensions of RDF by including variables and nested graphs. The development of N3 notation for RDF has optimized the computability of data and logic due to its short notation and abbreviations used for representing RDF graph. N3 can parse RDF data quickly while its syntax is compact and can also be extended for much wider applications. N3 format has low redundancy, describe URI prefix at the beginning of file, shorthand notations are available in it and provides an abbreviation for both URI prefixes and base URI. Several types of visual and text editors and convertors are available for N3 which can create, edit and convert N3 document into another format both online and locally inside the system. The unknown and long term stability of N3 and its clear requirements for correlations of different features of N3 in RDF/XML format is the main limitation of this format [18]. The power of N3 is also limited in a situation when a user wants to make a statement about statement (reification).

**N-Triple**: Dave Beckett at the University of Bristol and Art Barstow at the W3C developed serialization format called N-Triple to solve the problem of automated processing while comparing the actual results with desired results [19]. RDF graph data can be stored and transmitted in N-Triple serialization format in the form of plain text and line. N-Triple syntax is easier to read and write and represents a single triple (subject, predicate and object) in a single line. N-triple is suitable in a situation when user want to store millions of triples. Although this serialization format is the subset of N3 and Turtle, however, it is easier to generate, merge, and parse in memory as compared to its predecessors. N-Triple serialization format can express RDF test cases and describe the association between RDF/XML serialization and the RDF abstract syntax. Parsing is also done in N-Triple file, line by line and a large file which cannot fit into main memory at once can be loaded one line at a time [20]. However, N-Triple is not as compact as RDF/XML and Turtle due to its lack of support for nested resources and elimination of repetitions of the resources URIs.

**Terse RDF Triple Language (Turtle)**: Turtle is a W3C’s recommendation for representing almost every type of RDF graph data in a plain and compact text format [21]. Turtle is the extension of N-Triple and subset of N3, therefore, supporting any system which N3 and N-Triple supports. Turtle represents triples in the form of `<subject>`, `<relationship>`, and `<object>`. Some of the most promising features of Turtle includes high expressive power, user friendly than RDF/XML, and the availability of open source online editors and conversion tools. Apart from them popularity of Turtle serialization can be attributed to its wider use, greater conciseness, human readability, ease of generation, and use by the popular tools and APIs including Jena and OWL API[22]. Turtle suffers from the same limitations as RDF/XML having triple based syntax, where reification becomes necessary while translating complex expressions and OWL axioms into triples. Thus, makes the resulting RDF document more disruptive and unpleasant.

### 2.2. Topic Maps Serialization Formats

In Topic Maps serialization (TMs), data is semantically converted into a suitable format to be stored and transmitted over Internet and reused in a different computing environment, without requiring any change in the original data format. Topic Maps can be represented in a number of serialization formats including XTM, CTM, TM/XML, and LTM etc (as shown in Fig. 5), which could be exported into another computing environment conveniently. A number of applications (e.g., TM4J⁶, and Wandora⁷ etc) have been invented by the research communities which not only facilitate representing Topic Maps data in afore mentioned serialization formats but also provides consistent methods for interchanging data from one format into another. Using the underlying serialization structures, Topic Maps serialization formats are classified into two broad categories: XML based and non-XML based.

---

⁶http://tm4j.org/
⁷http://www.wandora.org/
2.2.1. XML Based Serialization

XML based Serialization provides an efficient, easily implementable, and easily interchangeable syntax for Topic Maps documents, due to fact of its working on the lower layer of Topic Maps and direct insertion of any XML tag into Topic Maps information source. A number of XML oriented serialization formats are available, with the capability of smooth interchange of Topic Maps data into another format.

**XML Topic Maps (XTM):** Knowledge Representation in SGML Topic Maps was suffered from the need to understand and create, application dependent, and lack of interchangeability. Therefore, a group of researchers in topicmaps.org developed a new syntax with more advanced features than SGML, called XTM 1.0 (XML Topic Maps version 1.0), which uses XML as a storage method and URL for linking and references [23]. Due to its flexibility, software support, and accessible in diverse domains and platform, XTM was standardized by ISO and published as XTM DTD\(^8\) in October 2001. The prominent features of XTM includes simplicity, open architecture, flexibility, user friendly web-centric applications syntax, high expressive power, high level of computability, and the availability of editing and conversions tools [24]. XTM is inherently implemented in the web browser, therefore, knowledge representation, accessibility, and navigation on the Web across applications can be easily done irrespective of scale. The automatic translation process of XTM is made simple by the availability of CAT\(^9\) tool, Translation Management System (TMS)\(^10\) tool, and its support for all common file types. Beside several advantages provided by XTM for its users to create Topic Maps for the World Wide Web, XTM suffers from a number of problems including cannot fully represent the whole Topic Maps paradigm, less compact due to the verbose nature of XML, occupy large space as compared with other Topic Maps serialization formats, and not so much effective in semantic integration and interoperability of Topic Maps constructs [25].

**Canonicalization of XML Topic Maps (CXTM):** CXTM was developed to overcome the lack of canonicalization in XTM serialization. Canonicalization can be used for immediate comparison of two data model instances to find out correspondence and equality by comparing their canonical serialization [26]. CXTM is XML based serialization format standardized by the ISO/IEC-4 in 2009. The unique feature which distinguishes it from XTM is that the instances of two corresponding Topic Maps data models will generate byte by byte identical serializations at every time and the two Topic Maps data models dissimilar instances will generate different serialization [27]. Test suite for testing different Topic Maps technologies to show the existence of some particular set of behaviours can be effectively created using CXTM. The availability of editing and conversion tools makes the reading, writing, and parsing of CXTM documents pretty much easy. Despite of its good aspects, CXTM is very complex to understand, and is not user friendly. CXTM is only a variation of XTM useful for comparing two Topic Maps data models, which could be done with XTM, indeed.

2.2.2. Non XML Based Serialization

To overcome the limitations and the verbose nature of XML based serialization, several types of non
XML serialization formats have been researched for the interchange of Topic Maps data into another format.

**Linear Topic Map (LTM):** LTM serialization format for Topic Maps was developed by Ontopia in 2001 and refined by Lars Marius Garshol [28]. LTM provides a unique Topic Maps textual editor, which isolates users from the syntactical details of the interchange format unlike that of XTM. Representation of LTM is simple, efficient and takes less space as compared to XTM. This interchange syntax is suitable for small scale Topic Maps constructs especially for personal use like email and chat discussions etc. The computability of LTM is ideal, the syntax is compact, and simple, having user friendly interface as compared to XTM, easily convertible to XTM format, and has efficient parsing mechanism. The expressive power of LTM is low than XTM because of its lack of representing the whole Topic Maps data model [29]. LTM did not succeed in obtaining standard from any official body (i.e., ISO, etc), therefore, superseded by another Topic Maps serialization format called CTM.

**Hypermedia/Time-based Structuring Language (HyTime):** HyTime is another ISO standard interchange format for Topic Maps, based on SGML (Standard Generalize Mark-up Language, a language which describe the contents of documents rather than its look) [30]. HyTime provides an abstract facility for the Topic Maps paradigm to be expressed in SGML format. Originally HyTime was used to link and organize related topics which are time and space critical, but later on used for any types of Topic Maps representation as well. The expressive power of HyTime is much better, therefore, any sort of virtual notation can be used to express addressing [31]. The architecture of HyTime is flexible, providing simple and user friendly ways for defining new applications, having efficient parsing mechanism, provides convenient way to fulfill the addressing needs, and applicable to any type of hypermedia concepts [32]. The main limitation of HyTime is the lack of support for real SGML because currently there are several SGML systems having limited capability for the support of HyTime standard [33].

**Compact Topic Maps (CTM):** Compact Topic Maps (CTM) is a text based notation standardized by ISO for representing Topic Maps data. CTM replaces LTM and AsTMa because of its compact syntax and unique feature of supporting TMQL’s insert operation [34]. CTM provides several features including its short and simple notation, easy and maximum readability, and providing a common background for TMCL and TMQL. Due to these features CTM can represent any type of Topic Maps resources and their relationships as a simple test pattern. The CTM notation uses CTM processor for the precise computation, enabling users to interact with Topic Maps and perform several data operations such as evaluation, editing, and changing etc according to user’s rights on data. The editing facility provided by CTM is efficient, the transformation and parsing mechanism is fast, and supports all types of character encoding. The limitations of CTM includes the need of special parser for transforming Topic Maps constructs, and the lack of support for item identifiers in the constructs which are not topics.

**Graphical Notation for Topic Maps (GTM):** Standardized by the ISO, GTM was developed for visual representation and creating similar views of Topic Maps instances and ontologies. The graphical modeling features of GTM are similar to UML, represents topics and associations using rectangles and edges respectively [35]. Names and occurrences of topic’s classes are indicated in the lower part of each rectangle. In GTM compositional shapes are available for the representation of topics, associations, labels, occurrences and reification [36]. Due to its visual notation and compact syntax ontologies, TMDM and TMCL can be expressed and understood easily while designing, explaining, and instructing peoples. GTM is simple, user friendly, easy to read in paper form, and can parsed into other formats like XTM and LTM without any change in its original information or addition of new elements. GTM is applicable to both small scale and large scale Topic Maps instance data and ontologies. The unavailability of editors and authoring system, due to its early stages of development is major problem faced by the GTM users.
4. COMPARISON OF RDF AND TOPIC MAPS SERIALIZATIONS

After thorough analysis it is not difficult to decide that both Resource Description Framework (RDF) and Topic Maps (TM) are the finest examples of human’s efforts for representing objects/concepts and their relationships/associations on the Web not only in human readable form but for the machines equally. To further refine the vision, researchers contributed their massive efforts in developing unique and powerful serializations formats not only to ensure interoperability but to provide flexibility, and strength at extreme levels. In the preceding sections of this paper, the available serialization formats for both of the technologies are highlighted in extreme. To further refine the idea and increase the strength of understanding, the discussed RDF and Topic Maps serializations are evaluated using the evaluation criteria describe in section 2.

A detail comparison of the main features of the RDF serializations is presented in Table 1. It is obvious from the table that every serialization format has their own capability to describe RDF graphs in their own formats. However, as a conclusion of analysis, the most appropriate serialization format to represent RDF graphs is Notation-3 (N3). The superiority of Notation-3 over its companion is due to a number of its reasons including: (1) logic and inference mechanism, (2) compact, persistent and readable syntax, (3) advanced parsing mechanism, (4) availability of open source visual and text based editors, (5) and its expressive power to represent any RDF graph.

Likewise, detailed comparisons of the main features of Topic Maps serialization formats are presented in Table 2. It is find out that every serialization format provides their own facilities, and potentials to represent Topic Maps constructs in different formats effectively. However, as a conclusion of analysis, it is deduced that the most appropriate serialization format to represent Topic Maps documents is XTM. The superiority of XTM over its companions is attributed due to some of its prominent features including: (1) having advanced features than SGML, (2) user friendly and flexible architecture, (3) high expressibility due to XML based syntax, (4) simple interface, (5) automatic translation facility, (6) availability of simple and efficient visual editors, (7) and its applicability for both small scale and large scale projects. Knowledge representation and navigation on the Web can also be done easily by XTM as compared to other serialization formats.

After analysis and comparison of the facts about the RDF and Topic Maps serializations formats presented expressively in the above two tables, it not difficult to reach at a solid conclusion. It is found that both RDF and Topic Maps serialization formats either XML based and non-XML based can be compared using evaluation criteria. Although the two sets of serialization formats have some degree of differences but have majority ratio of similarities, therefore, can be deemed as inter-convertible with the introduction of some technology. The list of similarities among both of the technologies includes it XML based syntax, its representation and navigation on the web, the computation of internal and external resources, advanced automatic translation facility, availability of visual and text based editors, online open source conversion software, and their flexible nature to be represented in any type of languages and their underlying formats.

The two non-XML based serialization formats (i.e., N3 and LTM) for RDF and Topic Maps respectively have also several commonalities and have the possibilities to be used together. Both of the formats can write their own technologies in a simple text editor, availability of prefixes for URIs, having high speed of computability, and represents information in simple and efficient documents requiring less space. Therefore, using the underlying facts it is easy to conclude that we can use RDF serialization formats for encoding Topic Maps data and vice versa with the provision of requiring development of advanced tools and technologies supporting both of the technologies.

5. CONCLUSIONS

The freedom of World Wide Web has lead into exponential growth of web pages containing enormous contents such as text, images, videos, and hyperlinks etc, resulting into the increase of human’s cognitive overload. To elevate the problem
and convert the web contents into machine readable and interpretable format Semantic Web is deemed as the ideal solution. To achieve the goals of Semantic Web, a number of technologies are invented by the research communities in the past several years having their foundations in RDF and Topic Maps. To further refine the ideas and achieve high level of interoperability and machine readability, a number of serialization formats are put forwarded by the researchers.

In this paper we presented a comprehensive overview of the taxonomy of Resource Description Framework (RDF) and Topic Maps (TMs) serialization formats by classifying them into XML based and non XML based. RDF and Topic Maps data can be serialized into XML, non-XML, or any other customized format. Thus, providing flexibility, and user friendliness for creating web centric applications while pertaining the expressive power of RDF and Topic Maps paradigms. It was augmented by the critics that the leading factor effecting RDF and Topic Maps interoperability is the underlying serialization formats used by the technologies. Therefore, to turn the vision of their interoperability into reality, a common XML based serialization syntax is needed which should be understandable to both of the technologies. But, in our investigation we came up with finding a number of commonalities which could be exploited effectively with the addition of novel advanced technologies to turn the idea of interoperability into possible. However, the introduction of such advanced technologies is not pretty easy and still needs a massive amount of research contributions from the research communities.
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1. INTRODUCTION

Globally, rise in cost of copper has affected the total transformer cost considerably. The design and manufacture of aluminum transformers is inadequate in Pakistan. Consequently, the relevant utilities in the country are purchasing bulk quantity of distribution transformers from local manufacturers with copper windings only. In June 2010, WAPDA revised the iron and copper losses for distribution transformers which are now about 20% less than the previously defined losses (Amendment # 5 of WAPDA Specs. DDS 84:2007) [1]. This reduction in losses has caused considerable increase in the price of transformer as the transformers procured are still of copper winding. Many researchers of the power engineering field have recommended the use of aluminum winding transformers instead [2]. In addition, many transformers manufacturing companies abroad have commenced aluminum winding transformer manufacturing [3]. Up till now local utilities have shown little interest for the procurement of aluminum winding transformers. Also, none of the Pakistani transformer manufacturers have worked out on this option.

In order to get approval as per standards for the distribution transformers, individual transformer manufacturer has to go through the type testing of that particular rating transformer. These type tests include impulse, temperature rise and short circuit test from an independent laboratory, such as WAPDA’s High Voltage and Short Circuit Laboratory at Rawat in Punjab province, Pakistan. The short circuit test has to be repeated every year on an approved prototype transformer [2]. After the short circuit test, average temperature of winding should not exceed 200°C for aluminum winding transformer, and 250°C for copper winding transformer. In addition, no physical deformation in the core-coil assembly of the transformer should be observed [4]. In this scenario, the risk of failure for an aluminum winding transformer is higher as the thermal conductivity and tensile strength of aluminum is less than copper (thermal conductivity – 210 vs 398 W/mK and tensile strength – 46.5 Vs. 124 MPa).
2. COST ANALYSIS

For medium range distribution transformers, i.e., up to 3000kVA, the tensile strength of aluminum can withstand the forces arising due to short circuit. For power transformers, where the short circuit forces are high, use of aluminum causes problems [5].

The percentage cost of materials in a transformer depends upon the losses and dimensions of the transformer required by the customer. The cost of materials in percentage for optimum defined losses is given in Table 1 [6].

The high voltage (HV) winding of a transformer can be constructed using either enameled aluminum wire or paper insulated aluminum conductor. For low voltage (LV) winding, due to high current, aluminum foil is required which is imported. Paper insulated aluminum wire can also be used in the LV of transformer; however, the use of foil eliminates the axial short circuit forces during a short circuit condition [7]. The failure rate of aluminum wound distribution transformers is greater in haphazardly expanded network where frequent switching and external short circuits occur [8]. To avoid this problem, the winding should be manufactured with interlayer varnish in both LV and HV windings. This will bond the winding together to minimize the risk of failure in the field short circuit. Also the pressure blocks should be seated properly on the windings to keep them rigidly within the clamping structure.

AA1050 is the aluminum grade to be used in transformer winding. It consists of 99.15% of Al and the remaining 0.85% includes Cu, Mg, Si, Fe, Mn, Zn and Ti [9]. In an aluminum winding transformer, the winding resistance calculation to convert it to a reference temperature ($\theta_1$) for winding losses evaluation is different from a copper winding transformer. In the case of copper or aluminum, the winding losses $R_r$ is calculated with the aid of a reference temperature $\theta_1$. For copper winding, $R_r$ is expressed as,

$$R_r = R_1 \left( \frac{235 + \theta_r}{235 + \theta_1} \right),$$

(1)

Whereas for aluminum, $R_r$ is expressed as,

$$R_r = R_1 \left( \frac{225 + \theta_r}{225 + \theta_1} \right).$$

(2)

Where, both eq. (1) and (2), resistance of winding $R_1$ is taken at a temperature $\theta_1$ [10].

A comparison of copper and aluminum temperature graph for distribution transformers during short circuit test for 4s is displayed in Fig. 1 [10]. Normally, the resistivity of aluminum is about 1.8 times greater than the resistivity of copper. Therefore, higher cross-sectional area of aluminum conductor is required to achieve the same winding losses to that of copper winding transformer. The greater volume of aluminum winding transformer would require more core, insulation, oil and a larger tank size. However, there is a considerable cost difference between the prices of copper and aluminum and winding is the most expensive part of the transformer. As per current (Sept., 2013) LME (London Metal Exchange) prices, the cost of copper is US $/Ton 7,170.50 and that of aluminum US $/Ton 1,780.50 [11]. Mass density of Aluminum is approximately 3.3 times less than the mass density of copper; therefore, less mass of aluminum is consumed to achieve the same winding losses to that of copper winding transformer.

A comparison of copper and aluminum prices from the period from 2007 to 2013 is given in Fig. 2 [11-13]. As can be seen from the graph that at any point aluminum is about 3.5 times economical than copper over the period of past seven years.

There are nine types of ratings defined in the WAPDA specifications for distribution transformers. The ratings from 5kVA to 200kVA are pole mounted whereas 400 and 630kVA are platform mounted transformers. As per latest revision of WAPDA specifications [4] DDS 84:2007, the losses are defined as in Table 2.

There is no mandatory requirement in WAPDA specification that the winding of the transformer should be of copper only. The approval of prototype transformer from WAPDA involves physical verification of materials and its mass; therefore, any manufacturer cannot claim an aluminum winding transformer as copper winding transformer. Hence it is not possible to bid a transformer on copper price and manufacture aluminum winding transformers. 630kVA is the largest rating in the WAPDA distribution network. The material cost comparison of 630kVA transformer with both aluminum and
Fig. 1. Comparison of copper and aluminum temperature graph for distribution transformers during short circuit test for 4s [1].

Fig. 2. Comparison of copper and aluminum per metric ton price from the period 2003 to 2013[10-12].
copper winding transformers are presented in Table 3, where the material cost is determined by keeping the performance parameters same for both copper and aluminum winding transformers as defined in WAPDA Specification DDS 84:2007 amended to date.

**Table 3.** Distribution transformer material costs in percentage.

<table>
<thead>
<tr>
<th>Material</th>
<th>% Cost</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon Steel Sheet</td>
<td>22</td>
<td>±5</td>
</tr>
<tr>
<td>Windings</td>
<td>32.5</td>
<td>±6</td>
</tr>
<tr>
<td>Insulation</td>
<td>14.1</td>
<td>±5.5</td>
</tr>
<tr>
<td>Tank Structure</td>
<td>16.4</td>
<td>±8.5</td>
</tr>
<tr>
<td>Tap changer, bushings, etc.</td>
<td>15</td>
<td>±9</td>
</tr>
</tbody>
</table>

**Table 2.** Distribution transformer kVA rating with losses.

<table>
<thead>
<tr>
<th>kVA</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>630</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe Losses (W)</td>
<td>44</td>
<td>52</td>
<td>68</td>
<td>98</td>
<td>140</td>
<td>248</td>
<td>396</td>
<td>740</td>
<td>1080</td>
</tr>
<tr>
<td>Cu Losses (W)</td>
<td>140</td>
<td>256</td>
<td>348</td>
<td>512</td>
<td>936</td>
<td>1616</td>
<td>2728</td>
<td>4480</td>
<td>6520</td>
</tr>
</tbody>
</table>

**Table 3.** Assembled 630 kVA distribution transformer cost comparison (as of Sept. 2013).

<table>
<thead>
<tr>
<th>Material</th>
<th>Cost of Copper Winding Transformer</th>
<th>Cost of Aluminum Winding Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winding</td>
<td>Rs. 266801</td>
<td>Rs. 56792</td>
</tr>
<tr>
<td>Core</td>
<td>Rs. 167461</td>
<td>Rs. 177776</td>
</tr>
<tr>
<td>Oil</td>
<td>Rs. 87640</td>
<td>Rs. 105280</td>
</tr>
<tr>
<td>Steel Structure</td>
<td>Rs. 66159</td>
<td>Rs. 67280</td>
</tr>
<tr>
<td>Insulation &amp; Accessories</td>
<td>Rs. 71769</td>
<td>Rs. 76052</td>
</tr>
<tr>
<td>Miscellaneous (4% of total cost)</td>
<td>Rs. 26393</td>
<td>Rs. 19276</td>
</tr>
<tr>
<td>Total Cost of Transformer</td>
<td>Rs. 686223</td>
<td>Rs. 502507</td>
</tr>
<tr>
<td>Total Cost of Transformer</td>
<td>US $ 6474</td>
<td>US $ 4741</td>
</tr>
</tbody>
</table>

3. DISCUSSION

Approximate comparison of copper winding and aluminum winding complete assembled 630 kVA distribution transformers is summarized in Table 4. The cost of aluminum winding transformer is 26.9% less than the cost of copper winding transformer based upon same performance parameters. The cost of core, coil, steel structure and Insulation is more in aluminum winding transformer as compared to copper winding transformer but there is a 78.7% reduction in the material cost of winding which is ultimately resulting in reduction in the overall material cost of aluminum winding transformer.

It is evident that the aluminum winding transformer is feasible for the distribution network of Pakistan as far as cost comparison with copper winding transformer is concerned. For Pakistani distribution network where utilities are spending enormous budget on purchasing a large quantity of transformers (approximately 40,000 to 45,000 transformers per year), this can be an attractive solution saving millions of rupees. Manufacturing issues such as brazing of aluminum wire with the tap changer pins, where aluminum being brittle material, may break easily at this point.

Frequent switching and short circuits occurring in electric distribution network may severely affect the aluminum winding transformer. Special care is to be taken during manufacturing of aluminum winding transformer. The winding has to be tightly wound with varnish used within each layer. The clamping structure should hold the windings tightly and aluminum conductor should be annealed before manufacturing the winding.

4. CONCLUSIONS

Winding being most expensive component of the transformer plays an important role in determining the total cost of the transformer. Replacing copper with aluminum in a transformer increases the overall volume of the transformer, however, still aluminum winding transformer turns out to be 26.9% less expensive than copper winding transformer for 630 kVA rating as per WAPDA specs. DDS 84:2007, amended to date.

For developing countries, like Pakistan, where capital cost of transformers matters, switching over to aluminum winding transformers is an optimized solution. By observing some precautions in manufacturing, these can suit the distribution network not only of Pakistan but in any developing country.
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1. INTRODUCTION

In a project on survey and surveillance of fungal associations to the flora in district Faisalabad, Pakistan, a detailed survey of the area was carried out for guava (*Psidium guajava* L.; local name, *Amrood*).

Guava is a small tree or shrub, belonging to family Myrtaceae, about 6 m tall. In Pakistan guava is cultivated on more than 62.5 thousand hectares [11] and in the Punjab province, Pakistan on 50.3 thousand hectares; its annual production in the country is 421.3 thousand tones [9]. Guava fruit contains 0.7% protein, 11% carbohydrates and appreciable amounts of certain vitamin A, B1, B2 and C and some minerals [10]. The ripened fruit is eaten in fresh and is used in jams, juices and sauces. Guava may boost natural immunity and is thought to provide antioxidant protection for heart and against cancer.

Guava is grown worldwide and its growth and production is reported to be stressed by a number of diseases [24]. Among the diseases which attack guava plant, wilt is very destructive. This disease is characterized by yellowing and browning of leaves and the tips of the twigs. Another important disease which is reported recently in Pakistan is anthracnose of guava, caused by *Gloeosporium psidii* which attacks all the above ground plant parts resulting in death of the branches. [25]. In India, guava decline due to fungal attack is the most serious and devastating disease, destroying thousands of trees annually, thus attaining the status of a national problem [27].

Twenty one (21) fungi have been reported to infect guava plants in Pakistan, viz., 1) *Phytophthora parasitica* in Faisalabad [12]; 2) *Capnodium sp.*, on guava in Karachi [18]; 3) *Glomerella cingulata* Spauld & Schrenk, on guava fruit in Karachi [20]; 4) *Alternaria alternata* on bark of guava in Pattoki and Sharqpur [17]; 5) *Alternaria tenuissima*. (Kunze ex Pers.) Wiltshire, on guava leaves in Karachi [18]; 6) *Cladosporium sp.* on leaves in Karachi [19] and on guava’s twigs in Pattoki and Sharqpur [17]; 7) *Curvularia sp.* on tree branches in Pattoki and Sharqpur [17]; 8) *Fusarium solani* in Larkana, [11]; 9) *Fusarium solani f. sp. psidii* in Faisalabad [12]; 10)
**Fusarium oxysporum** on tree branches in Pattoki and Sharqpur [17]; 11) **Fusarium oxysporum** f. f. *psidii* in Faisalabad [12]; 12) **Gleosporium psidii**, on plant twigs of in Pakistan, [19]; 13) **Penicillium sp.** on tree bark in Pattoki and Sharqpur [17]; 14) **Pestalotiopsis brevista** Sacc. on leaves and fruit in Karachi [18,20]; 15) **Phomopsis sp.** on fruit in Karachi [18,20]; 16) **Phoma psidii** Ahmad on dead branches in Lahore and Karachi [3, 6, 18]; 17) **Diplodia psidii** Ahmad on tree branches in Bhawalpur [5, 7]; 18) **Stagnopsis psidii** on branches in Bhawalpur [5,7]; 19) **Pestalotia psidii** Pat., on dead twigs in Pakistan [26]; 20) **Lasiodiplodia undulata** (Pat.). Abbas, Sutton, Ghaffar, and Abbas [1] (as **Botryodiplodia theobromae** Pat) on dead branches of *Psidium guajava* in Tandojam [21] and Faisalabad [12, 18]; and 21) **Polyporus sp.** on tree anches in Haripur (Hazara) [19].

2. MATERIALS AND METHODS

Methodology of the study was the same as described elsewhere [2]. Samples of infected *Psidium guajava* were collected from the different areas of Faisalabad city, i.e., G.C. University, Faisalabad; University of Agriculture, Faisalabad; and Sheikh Colony, Faisalabad. Identification of fungi, up to species level, was carried out [8, 13, 15, 16, 22].

3. RESULTS

The fungus found on *Psidium guajava*, specimen number 18 belonged to **Rutula graminis** (Desm.) Crane & Schokn.


**Description of the Identified Fungus**

Mycelium immersed. Cronate conidiogenous cells absent, Conidia brown, minutely verruculose, conidia in a long chain, sometimes branched chains which break up into 0, 1, 2, 3 or more segments. Conidia. 0-septate, almost spherical but often slightly broader than long, 4 - 4.8 x 4.2 – 5.8 μm.

The fungus under study was compared with **Rutula graminis** (Desm.) Crane & Schokn. It was observed that it closely resembled to **Rutula graminis**. Resemblence lies in conidial size and absence of cronate conidiogenous cells. In **Rutula graminis** conidia were 4-5 x 4-6 μm, where as in the fungus under study conidia were 4 - 4.8 x 4.2 – 5.8 μm, therefore fungus under study was identified as, **Rutula graminis** (Desm.) Crane & Schokn.

Crane & Schokn, 1978 [14] erected genus **Rutula** based on **Torula graminis** Desm. Crane & Schokn studied the type specimen of **Torula graminis** Desm. (1834), they observed that the distinguishing character “cronate conidiogenous cells” of genus **Torula** Persoon ex Fries was not present in **Torula graminis** Desm. Therefore they erected a new hyphomycetous genus **Rutula** Crane & Schokn based on **Torula graminis** Desm. This is a monotypic genus with only one species **Rutula graminis** (Desm.) Crane & Schokn.

In the present study, genus **Torula** was first time replaced in Pakistan. *Psidium guajava* is a new host record of **Rutula graminis** from Faisalabad, Pakistan.

**Specimens Examined**

**Rutula graminis**, on branches of *Psidium guajava*, collected from University of Agriculture, Faisalabad: August 19, 2007; S.Q. Abbas and Abida Perveen; G.C.U.F.M.H# 18.

The fungus found on *Psidium guajava*, specimen # 19, was identified as **Cladosporium nigrellum** Ellis Everh.


**Description of the identified fungus**: Mycelium brown, septate. Conidiophore septate, brown, 240 - 250 x 5 - 9.32 μm. Conidia smooth, brown, conidia ellipsoidal, cylindrical, oval and 0-3 septate. 5.32-15.31 x 4- 7 μm.

**Cladosporium nigrellum** Ellis Everh., *C apicale* Berk. & Brown, *C. uredinicola* Speg., *C. macrocarpum* Preuss, *C. variable* (Cooke) de Vries and *C. brassicae* (Ellis & Barthol) Ellis., have 0-3 septate conidia. The fungus under study on *Psidium guajava* also has 0-3 septate conidia. In spite of
Fig. 1. *Rutola graminis* (A-E), A. Conidia 1000X, B. Conidia in a chain of three cells (400X), (C.D.E), Conidia in a chain of more than nine cells (1000X).

Fig. 2. (A-B): *Cladosporium nigrellum* A. 1-septate, 2-septate and 3-septate conidia 1000X, B. conidia and conidiophore 400X.

similarity in having 3 septate conidia, there are some differences among them; *C. brassicae* have shorter conidiophores 150 x 6-9 μm with terminal and intercalary swellings of diameter 10-12 μm than the fungus under study which has conidiophores of 240 - 250 x 5 - 9.32 μm. Similarly *C. apicale* also have longer and wider conidiophores 260 x 6 - 8 μm than the fungus under study 240 - 250 x 5 - 9.32 μm. Whereas *C. variable* have longer conidiophores 350 x 6 - 8 μm than the under study fungus. *C. macrocarpum* differs from under study fungus in having longer but less wider conidiophores 300 – 4 - 8 μm with terminal and intercalary swellings of diameter 9 - 11 μm. Furthermore *C. uredinicola* also differs from under study fungus in having longer and less wider conidiophores 300 x 3 - 5μm than
the under study fungus where the conidiophores are of 240 - 250 x 5 - 9.32 μm. Conidiophores in *Cladosporium nigrellum* are wavy, smooth, reddish brown, septate, 240 - 250 x 5 - 9.32 μm. and conidia are lemon shaped to cylindrical, narrowing at the ends, , in simple or branched chains, smooth walled, light brown, 5 - 15 x 4 - 7 μm.

After comparative studies, it was concluded that *Cladosporium nigrellum* closely resembled with fungus under study found on *Psidium guajava*, from Faisalabad, Pakistan. Therefore, it is identified as *Cladosporium nigrellum*.

Eighteen (18) species of *Cladosporium* were identified from Pakistan; however, *Cladosporium nigrellum* was not previously reported from Pakistan [8].

In this report *Cladosporium nigrellum* is reported for the first time from Faisalabad, Pakistan. Further more, *Psidium guajava* is an addition to the list of hosts of *Cladosporium nigrellum* from Faisalabad, Pakistan.

**Specimens Examined**


The fungus found on branches of *Psidium guajava*; G.C.U.M.H. # 20 was *Gliomastix* state of *Wallrothiella subiculosa*. Hohn.

**3) Gliomastix state of Wallrothiella subiculosa**


**Description of the Identified Fungus**

Conidiophore branched, sometimes simple, usually brown in colour. The base of conidiophore is darker than the upper part, septate. Conidia light brown, oval, some times globose, smooth walled, 3.8-4.1-7.6 x 2.68-3.84 μm. Conidia formed endogenously from the tip of the conidiophore and aggeregated in a mucilaginous sheath.

The fungus under study closely resembled with *Gliomastix* state of *Wallrothiella subiculosa*. The surface and the shape of conidiophore of both were the same, the base of conidiophores are more darker than the upper region and septate. Further more the conidia of both are smooth and aggeregated in slimy mass. Conidial length and breadth were also same. In *Gliomastix* state of *Wallrothiella subiculosa* conidia are (3-8 x 2-4. μm) and conidia in the fungus under study are (3.8- 7.6 x 2.68-3.84 μm). Therefore the fungus under study was identified as *Gliomastix* state of *Wallrothiella subiculosa*. Hohn.

The species under study was also compared with *Gliomastix murorum* Hughes, which resembles with *Gliomastix* state of *Wallrothiella subiculosa*. In both species conidia arising from the apex of conidiophores which act as conidiogenous cells, but differs that the conidiophores of *Gliomastix murorum* are not septate, while they are septate in *Gliomastix* state of *Wallrothiella subiculosa*. Conidia of *Gliomastix murorum* are smaller (2.5 - 5.5 x 2 - 4.5 μm) than the conidia of *Gliomastix* state of *Wallrothiella subiculosa*. (3.8 - 7.6 x 2. 68 - 3.84 μm).

*Gliomastix* state of *Wallrothiella subiculosa* also resembles with *Gliomastix cerealis*, *Gliomastix cereale* (Karst) Dickinson. In both species conidia fromed from the tip of the conidiophore, which act as conidiogenous cells. Further more similarity also lies in having septate conidiophores. Howevere they differe in that, conidial surface are verruculose in *Gliomastix cerealis* and smooth. in *Gliomastix* state of *Wallrothiella subiculosa*

Four species of *Gliomastix* have been reported from Pakistan on different hosts/substrate, but was not reported earlier on *Psidium guajava*, viz.: 1) *G. mororum* (Corda) Hughes; 2), *G. convoluta* (Harz) Mason; 3) *Gliomastix cerealis* (Krats) Dickinson. 4) *G. luzulae* (Fucekl) Mason ex Hughes.

Correct name of *G. mororum* (Corda) Hughes is *Gliomastix murorum* (Corda). var. *murorum* Hughes and *G. convoluta* (Harz) Mason is the synonymys of *Gliomastix murorum* (Corda). var. *murorum* Hughes; thus the reported species of *Gliomastix* remained three. 1) *Gliomastix cerealis* (Krats) Dickinson from soil of Alpine meadow, Mt Gilpur (Nangaparbat) [23]; 2) *G. Gliomastix murorum* (Corda). var. *murorum* Hughes (as *G. Gliomastix murorum* (Corda) Hughes), from
Fig. 3. Gliomastix state of Wallrothiella subiculosa (A-D) A. Conidia 400X, B. Conida 1000X C. Conidia with conidiophore 400 x. D. septate Conidiophore 400x.

Fig. 4. (A-B): Alternaria tenuissima A. Conidia 1000X, B. Conidia 400X.
coniferous soil; Mansehra (Swat) [23]; and (as *G. convoluta* (Harz) Mason) on *Polyporus sp.*, Kaghan valley, Sarhan [4]; 3) *G. luzulae* (Fuec) ex Hughes from bush soil; Margalla (Islamabad) [23].

*Gliomastix* state of *Wallrothiella subiculosa* was not reported from Pakistan [8]; However, it was reported on bamboos, oil palm, *Phormium*, *Solanum*, *Theobroma* etc. and isolated from the soils of Europe, Java, Hong Kong, New Zealand and West Africa [16]. In the present study, *Gliomastix* state of *Wallrothiella subiculosa* is reported on *Psidium guajava*, from Pakistan (Faisalabad) and is an addition to mycoflora of Pakistan.

**Specimen Examined**

*Gliomastix* state of *Wallrothiella subiculosa* on branches of *Psidium guajava*; Jhang Road garden, Faisalabad; September 4, 2007; S.Q. Abbas and Abida Perveen. G. C. U. M. H. # 20.

4) The fungus on *Psidium guajava* specimen No. 16 belongs to *Alternaria tenuissima* (Kunze expers) Wiltshire.

*Alternaria tenuissima* (Kunze ex pers) Wiltshire, [as (Fr.) Wiltsh] Trans. Br. Mycol. Soc. 18: 157 (1933.) Fig. 4 (A-B)


=*Macrosporium tenuissimum* Fr; Syst. Mycol; 3: 374. (1832)

**Description of the Identified Fungus**

Mycelium well developed septate branched pale brown. Conidiophore solitary or in groups, simple and branched, septate and thick walled, smooth, brown; 84 - 117 x 4.2 - 5.9 μm thick. Conidia usually smooth, sometimes minutely verruculose, generally with 3-7 transverse and 0-4 longitudinal septa, brown in colour. Sometimes slightly constricted at the position of septa. 22.75 – 97 x 10.5 - 17.5 μm thick in the broadest part; beak of conidia 2.8 - 4.2μm thick, swollen at apex 4.2 - 4.9 μm wide.

The fungus under study is identified as *Alternaria tenuissima*; (Kunze ex pers) Wiltshire

Fungus under study can easily be distinguished from *A. dianthicolla*, *A. longissima*, *A. brassicae*, *A. solani*, *A. crassa*, *A. porri*, *A. carthami*, *A. dauci*, *A. passiflorae*, *A. cucumberina* by having very long transversely septate beak.

Furthermore, this species is also compared with *Alternaria sonchi* Davis. Conidiophores of *Alternaria sonchi* are up to 80 x 5-9 μm, while the conidiophores of *Alternaria tenuissima* are up to 115 x 4-6 μm. Similarly conidia of *Alternaria sonchi* are 60-130 (77) x 15-26 μm (20) thick in the broader part; beak 4- 10 μm wide, while conidial length of the under study fungus is 23 - 98 x 10.5-17.5 μm thick in broader part; beak is 2.8-4.2 μm clearly differed from *Alternaria sonchi*.

The fungus under study differs from *Alternaria raphani* Groves & Skolko. The conidia in *A. raphani* are more longer and more wider (50 - 130 (70) x 14 -30 μm (22) μm.) than the conidia of under study fungus (22.75- 97 x 10.5-17.5 μm.). Both species are different from each other. The fungus under study closely resembled with *Alternaria tenuissima* in number of septa, in conidia, their Length and thickness. Conidia in *Alternaria tenuissima* are (22.75- 97 x 10.5-17.5 μm), and have 3-7 transverse septa resembled with *Alternaria tenuissima* where as conidia are (22-95 x 8-19 μm and 4-7 transverse septa. Similarly measurements of conidiophores also resembled with the fungus under study. Conidiophores in fungus under study are (84-117 x 4.2-5.9μm) and are115 x 4-6 μm in *Alternaria tenuissima*.

*Alternaria tenuissima* is a common fungus in Pakistan and found on more than 54 different plant belonging to different families including *Psidium guajava*, but not reported on *Psidium guajava* from Faisalabad [8].

In the present report, *Alternaria tenuissima* is for the first time reported on *Psidium guajava* from Faisalabad, Pakistan.

**Specimen Examined**
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Abstract: The present work was conducted in Sustainable Development Study Centre, Government College University, Lahore. The focus of the study was the removal of coliform bacteria from municipal wastewater by Rhizoclonium implexum, a freshwater algal species. Experiments were conducted on the basis of pond size, algal and water quantity and optimum conditions were determined i.e. Pond size (P2), algal quantity (150 g) and wastewater quantity (7 liters). In this study maximum percent reduction for Chemical oxygen demand (99.4%), Biochemical oxygen demand (99.5%), Total solids (95.1%), Total dissolved solids (97.2%), Total suspended solids (96.1%), Total Kjeldahl nitrogen (98.2%), Total phosphorus (96.8%), Total coliforms (100%) and Faecal coliforms (100%) were obtained. Increase in accumulation of nitrogen (10.75 to 34.9mg/g), phosphorus (257.40 to 268.1ppm) and organic matter (290 to 315.3mg/g) in algal biomass were also observed besides other operating parameters. Biochemical oxygen demand (BOD) and chemical oxygen demand of treated sewage were found in NEQS (2000) permissible limits while total coliform and faecal coliform were totally removed from sewage by Rhizoclonium implexum therefore, it could be an efficient technique for sewage effluent treatment.

Keywords: Coliform bacteria, municipal wastewater, sewage, faecal coliforms, algae

1. INTRODUCTION

Human activities are continuously affecting the quality and quantity of water. Water after adversely affected in its quality by various anthropogenic activities is termed as wastewater. It includes an extensive range of waste in the form of pathogens, metals and other contaminants from domestic, agricultural, industrial and other activities. Studies revealed that the major cause of water pollution is the discharge of sewage into rivers and irrigation canals. Release of wastewater without any treatment directly into water bodies is a destructive act because it badly pollutes the water resources. After treating wastewater, it can safely be released into water bodies because treated wastewater is not as much harmful as wastewater without treatment but safe for water bodies [1].

Mainly the municipal wastewater contains various categories of pathogenic agents including bacteria, helminthes, viruses and several protozoan and fungi. Sewage containing these pathogens causes many health problems including water borne diseases especially in the developing nations. There are a number of harmful diseases that can caused by these categories of pathogens which are commonly exist in municipal wastewater. Pathogens of bacteria are very injurious for health and they are source of deaths especially in those regions where sanitation is deprived or improper. In municipal wastewater pathogenic bacteria are specifically in large quantity [2].

Pakistan was already struck with a similar kind of outbreak in 2006 reported by ADB [3]. There is wide range of pathogenic contamination...
includes in municipal wastewater. There is group of bacteria known as coliform bacteria which are used as indicators for various disease producing pathogens. This group of indicator bacteria consists of *Escherichia coli* along with other type of bacteria that are found in human faeces or originated from other sources. Water quality can checked for disease causing pathogen of human by the presence of faecal coliform bacteria which are mostly used as an indicator to assess water contamination [4].

Although, there are large number of wastewater techniques and facilities such as adsorption methods, chemical techniques, precipitation, constructed wetlands and other processes are present but the most suitable is biological method because of its least expensiveness for developing countries particularly [5]. Algal-based wastewater treatment method is a better option for areas where expensive conventional methods are not affordable [6].

As algae plays a significant role in removing nutrients, pathogens, heavy metals and other pollutants from the sewage and this type of treatment process is easy to handle, more effective and environment friendly. Another benefit of algal use is that nutrient extraction from sewage by means of algae provides useful biomass that can be used to biofuels. Open ponds and closed photobioreactors of various designs are used for algal growth but microalgaes grow efficiently in ponds containing wastewater [7].

Wastewater treatment ponds are considerably used for sewage treatment in most of the developing countries where wastewater treatment plants are not available. In such settings biological treatment systems using algae are useful. It has many advantages because they are inexpensive, easy to assemble, manage and no skilled labor is required to run it. Particularly, the removal of pathogens must be stressed in developing areas because of vulnerability towards various diseases in such areas due to improper ways of sanitation. In this perspective, wastewater treatment ponds are considered to be more efficient and effective as compared to other conventional treatment systems [2]. Major objectives of the study were to determine the presence of total coliform and faecal coliform in municipal wastewater and their removal by algae based treatment methods.

2. MATERIALS AND METHODS

2.1. Experimental Layout

Aquatic cultures were conducted in synthetic ponds with dimensions of 0.15 x 0.15 x 0.3 m^3 having maximum capacity of 6.75 liters; the dimensions of second pond were 0.3 x 0.3 x 0.15 m^3 with maximum capacity of 13.5 liters, and 0.9 x 0.15 x 0.45 m^3 were the dimensions of third pond with maximum capacity of 60.75 liters.

2.2. Wastewater Sampling

Water samples were collected in plastic cans from sewage drain passing through Shadman, Lahore by grab sampling methods then these (samples collected at morning, noon, afternoon and evening) were mixed with each other to form composite sample. Tests were performed immediately or the sample was refrigerated (at 12 °C) for further analysis.

2.3. Algal Sampling

Algal samples were collected from Botanic Garden of GC University Lahore and forms of Department of Fisheries near Manawa police station Lahore. These samples were grown in wastewater ponds for experiments to optimize the conditions for wastewater treatment.

2.4. Identification and Inoculation of Algae

Collected algae were first identified and then kept at room temperature as local outdoor cultures. Inocula of algae were transferred in previously mentioned ponds for sewage treatment. The rate of growth of these algal species was measured by the estimation of fresh weight. These samples were dried in an oven at 60 °C for 48 hours to calculate its dry weight.

2.5. Wastewater Analysis

2.5.1. Physical Analysis of Wastewater

Temperature and pH were determined immediately after sample collection with digital meter as mentioned in APHA [8] standard methods.

2.5.2. Total Coliform

Sample was analyzed for biological parameter i.e.
total coliform. It was determined throughout the experiment by MPN/100 method. Culture media was prepared by adding 17.5 g LT-broth into 500 mL of distilled water and 5 mL from this culture was put into the required number of pre sterilized test tubes. All the test tubes were cotton plugged. Test tubes were autoclaved at 120 °C for 20 minutes after covering them with aluminium foil. After removing from autoclave these were cooled at room temperature and filled with wastewater sample i.e. 0.1 mL, 1 mL and 10 mL in separate test tubes except one which served as a blank. Put them in an oven at 35 °C for 48 hours. After the incubation period these were compared with blank to count the total coliform MPN/100 [8].

2.5.3. Faecal Coliform
Samples were analyzed for faecal coliform bacteria following the standard procedures [8] and reported as MPN/100 mL.

2.6. Algal Analysis
Algal samples were dried in an oven at 60-80 °C for 48-72 hours. This dried algae was weighed and then crushed by grinder and after grinding samples were weighed again. These powdered algal samples were utilized for further study.

2.7. Total Nitrogen Determination
Nitrogen is determined by Kjeldahl method [8].

**Calculations**

\[ \%N = \frac{(V-B) \times R \times E \times 100}{Wt} \]

V = Volume of 0.01 N H$_2$SO$_4$ titrated for the sample (mL)

B = Blank titration volume (mL)

R = Ratio between total volume of the extract and extract volume used for titration.

N = Normality of H$_2$SO$_4$ solution.

Wt = Weight of air dry algae (g)

E = Atomic weight of Nitrogen

2.8. Phosphorus Test
Available phosphorous was determined by Olsen method [8] and ammonium molybdate-developed color intensity was measured colorimetrically using spectrometer 0-D.

2.9. Organic Matter
Organic matter was determined by Walkley-Black method [8].

2.10. Experimental Setup on the Basis of Variation in Pond Size
Experimental setup was conducted on the basis of variation in pond size. Where the algal and water quantity were taken constant i.e. 150 g and 7 L, respectively. Pond size was varied from P1 to P3.

2.11. Experimental Setup on the Basis of Variation in Algal Quantity
Second experimental setup was conducted on the basis of variation in algal quantity. In this setup, the water quantity and pond size were constant i.e. 7 L and P2 respectively. P2 was selected on the basis of its efficiency in comparison to P1 and P3. Three replicates of each experiment were conducted to minimize error. Different Algal quantities used in this setup were: 50 g, 100 g, 150 g and 200 g.

2.12. Experimental Setup on the Basis of Variation in Water Quantity
Third experimental setup was performed on the basis of water quantity, where pond size and algal quantity were remained constant i.e. P2 and 150 g respectively. This algal quantity showed maximum removal of pollutants from municipal wastewater therefore it was selected for further experiments. In this setup, different water quantities were used in four ponds of similar dimensions (3 L, 5 L, 7 L and 9 L).

2.13. Experimental Setup on Monthly Basis
This setup was conducted to observe the effect of seasonal variation on percent reduction of various parameters. In this regard, 100 g of Algae was taken with 5 liters of water in P2. Chemical oxygen demand (COD), Biochemical oxygen demand (BOD), Faecal coliforms (FC), Total coliforms (TC), Total Kjeldhal nitrogen (TKN), Total phosphorus (TP),
Total solids (TS), Total suspended solids (TSS) and Total dissolved solids (TDS) were observed after each month from September to July.

3. RESULTS AND DISCUSSION

3.1. Pollutant Load in the Samples
Sample collected from the sewage drain was found to be rich in pollutants. The results shown in Table 1 indicated that the concentrations of the parameters were above National Environmental Quality Standards (2000). Table 1 also compared the concentrations of pollutants in untreated sample immediately after collection with concentration of pollutants after treatment with algae and control setup conducted without inoculation of algae. The alga used in the current study was identified as *Rhizoclonium implexum*.

3.2. Mechanism for the Removal of Coliforms from Wastewater by Algae
In wastewater ponds of algae, sunlight give rise to those processes which are related with dissolved oxygen, pH and sedimentation. It can play a key role in pathogen removal. If there are high amounts of protozoa present, it can be significant to overcome the bacterial population. There are some mechanisms of pathogen removal from wastewater by algae as under:

- Nutrient competition of algae with coliform bacteria.
- Increase in pH due to CO₂ consumption which is lethal for pathogens.
- Algae produce toxins of long chain fatty acids which kill pathogens.
- Aeration (addition of O₂ by algae) enhances faecal coliform die-off rates.
- Adhesion/Attachment to the algal cells [2].

3.3. Effect of Treatment on Total Coliforms Reduction
In this experiment, the measurement of total coliform (TC) reduction was done to observe the effect of pond size with varying treatment duration but fixed algal and water quantity (150 g and 7 L, respectively). Reduction in TC was detected to be maximum in pond P2 (100%) low percentage

### Table 1. Wastewater analysis before and after treatment and its comparison with National Environmental Quality Standards (2000).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Sewage analysis, before treatment</th>
<th>Reduction after treatment (%)</th>
<th>Without treatment reduction (%)</th>
<th>NEQS 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colour</td>
<td>---</td>
<td>grayish</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Odour</td>
<td>---</td>
<td>Irritating</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>pH</td>
<td>°C</td>
<td>6.7</td>
<td>0.1±0.08</td>
<td>0.4±0.2</td>
<td>6-9</td>
</tr>
<tr>
<td>Temperature</td>
<td>°C</td>
<td>25±3</td>
<td>---</td>
<td>---</td>
<td>≥3 °C</td>
</tr>
<tr>
<td>Chemical oxygen demand</td>
<td>mg/L</td>
<td>580±20</td>
<td>99.4±0.02</td>
<td>13±1.2</td>
<td>150</td>
</tr>
<tr>
<td>Biological oxygen demand</td>
<td>mg/L</td>
<td>321±15</td>
<td>99.5±0.01</td>
<td>15±2.4</td>
<td>80</td>
</tr>
<tr>
<td>Total solids</td>
<td>mg/L</td>
<td>5720±20</td>
<td>95.1±0.05</td>
<td>10±0.6</td>
<td>3700</td>
</tr>
<tr>
<td>Total dissolved solids</td>
<td>mg/L</td>
<td>4500±20</td>
<td>97.2±0.07</td>
<td>4±2.5</td>
<td>3500</td>
</tr>
<tr>
<td>Total suspended solids</td>
<td>mg/L</td>
<td>1220±15</td>
<td>96.1±0.11</td>
<td>3±1.6</td>
<td>200</td>
</tr>
<tr>
<td>Total Coliforms</td>
<td>MPN</td>
<td>1.6 x 10³</td>
<td>100±0</td>
<td>8±1.9</td>
<td>---</td>
</tr>
<tr>
<td>Fecal Coliforms</td>
<td>MPN</td>
<td>1.6 x 10³</td>
<td>100±0.06</td>
<td>11±1.5</td>
<td>---</td>
</tr>
<tr>
<td>Total Kjeldahl nitrogen</td>
<td>mg/L</td>
<td>30.2±2.1</td>
<td>98.2±0.12</td>
<td>4±0.8</td>
<td>---</td>
</tr>
<tr>
<td>Total phosphorus</td>
<td>mg/L</td>
<td>13±1.6</td>
<td>96.8±0.24</td>
<td>5±1.3</td>
<td>---</td>
</tr>
</tbody>
</table>
reduction was observed in pond P3 (89.5%) whereas the percentage reduction was decreased to 78.3 % in pond P1, as a result pond P2 was selected for further study (Fig. 1).

In this experiment, the effect of variation in algal quantity was observed for total coliform (TC) reduction with alteration in treatment time at constant water quantity and pond size (7 L and P2 respectively). Maximum TC reduction was indicated with 150 g and 200 g algal quantity i.e. 100% and 100% respectively whereas lower TC reduction was found with 50 g and 100 g algal quantity i.e. 79.6% and 86.3% respectively. Since the percentage reduction was similarly observed with 150 g and 200 g of algae thus, for 7 liters of water quantity, 150 g of algae were found to be most favorable (Fig. 2).

Percent reduction in total coliform (TC) was also observed with variation in treatment time at constant pond size and algal quantity (P2 and 150 g respectively). Maximum percent reduction was found with 3L, 5L and 7 L of wastewater i.e. 100%, 100% and 100% respectively however the reduction percentage was decreased with 9liters of wastewater (89.4%). Therefore, for further study 7 liters of wastewater was selected (Fig. 3).

3.4. Effect of Treatment on Faecal Coliforms Reduction

In this experiment, the measurement of fecal coliform (FC) reduction was done to observe the effect of pond size with varying treatment duration but fixed algal and water quantity (150 g and 7 L, respectively). Reduction in FC was detected to be maximum in pond P2 (97.8%) low percentage reduction was observed in pond P3 (84.6%) whereas the percentage reduction was decreased to 77% in pond P1, as a result pond P2 was selected for further study (Fig. 4). 100% reduction of all fecal indicator bacteria was observed by [9] during the 6.6-day system residence time. In the presence of sunlight, fecal coliforms removal increased because sunlight promoted their inactivation. Attachment of fecal coliforms along with other bacteria on the surface significantly enhanced the fecal coliform die-offs [2].

Percent reduction in fecal coliform (FC) was also observed with variation in treatment time at constant pond size and algal quantity (P2 and 150 g respectively). Maximum percent reduction was found with 3L, 5L and 7 L of wastewater i.e. 100%, 99.9% and 100% respectively however the reduction percentage was decreased with 9liters of wastewater (87.7%). Therefore, for further study 7 liters of wastewater was selected (Fig. 6). [10] reported phosphorus reduction almost 96.2%.

100% removal of all fecal indicator bacteria was observed by [9] during the 6.6-day system residence time. In the presence of sunlight, fecal coliforms removal increased because sunlight promoted their inactivation. Attachment of fecal coliforms along with other bacteria on the surface significantly enhanced the fecal coliform die-offs [2].

3.5. Effect of Treatment on Reduction of Pollutants

The effect of seasonal variation on percent reduction was observed in wastewater parameters with 150 g of algal quantity and pond P2. In November, maximum percent reduction of parameters was found. Nearly, same results were observed in the month of March whereas results obtained in other months were not satisfactory. Therefore, month of November is found to be favorable for percent reduction in wastewater parameters (Fig. 7). Kadam [11] reported percent reduction of biochemical oxygen demand (BOD), total kjeldahl nitrogen
**Fig. 1.** Effect of pond size and treatment duration on percent reduction in total Coliforms (TC) with 7 liters of water and 150 g of algae.

**Fig. 2.** Effect of algal quantity and treatment duration on percent reduction in total Coliforms (TC) with 7 liters of water in P2.
Fig. 3. Effect of water quantity and treatment duration on percent reduction in total Coliforms (TC) with 150 g of algae in P2.

Fig. 4. Effect of pond size in percent reduction of Faecal Coliforms in 7 litres of water and 150 g of algae.
**Fig. 5.** Effect of algal quantity and treatment duration in percent reduction of Faecal Coliforms with 7 liters of water in P2.

**Fig. 6.** Effect of water quantity and treatment duration in percent reduction of Fecal Coliforms with 150 g of algae in P2.
(TKN) and chemical oxygen demand (COD) as 83% 21% and 68%, respectively.

### 3.6. Accumulation of Nitrogen and Phosphorous in Algal Biomass

In this experiment, total nitrogen, total phosphorus and organic matter was calculated in algae with the change in treatment duration and it was observed the accumulation of both these nutrient increase with increase in treatment time. Maximum nitrogen, phosphorous and organic matter accumulation was found on the final day of treatment i.e. 34.9mg/g, 268.1ppm, 315.3mg/g respectively (Table 2).

### 4. CONCLUSIONS

Present study revealed that algae for wastewater treatment are very effective for reduction of coliform bacteria along with other various parameters from municipal wastewater. Algal based wastewater treatment system was proved to be a good alternative
to the conventional wastewater treatment systems in many ways, due to its efficiency in pollutant removal, cost-effectiveness and other advantages. It not only gives 100% removal efficiency but also bring other pollutants into their permissible limits. Consequently, this wastewater treatment process can become very cheaper and efficient.

Based on the results of this study, it is recommended that algae-based wastewater treatment system is a cost-effective and environment friendly way to remove pathogens. It is more efficient system as compared to other conventional treatment systems. The optimum conditions obtained in the current study can become very helpful in launching this technique at pilot scale. The natural biomass produced can also be utilized for production of biofuels. The process consume CO2, a major greenhouse gas for pollutant removals. Therefore, it is recommended to take these aspects for future studies in developing countries like Pakistan. There is need to identify the algal species with high oil content and wastewater treatment efficiency so that dual benefits can be obtained from this natural resource.
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Abstract: Low dose radiation-induced damages to DNA are mainly repaired by poly (ADP-ribose) polymerase (PARP-1 and PARP-2) system present in the cell. Suppression of neoplastic transformation of human hybrid cells by low doses of low linear energy transfer (LET) radiation is abrogated by PARP enzyme inhibitors and this presents a new tool in radiotherapy for cancers. The aim of this study was to investigate DNA damages by low doses of gamma rays (2.4 mGy/h) in the presence of inhibitors, 3-aminobenzamide (3-AB) and amino naphthalimide (ANI), with control. Cultured human fibroblast (VH10 cells) were irradiated with Cs137 γ-source at a dose rate of 2.4 mGy/hour for total doses of 50 mGy or 100 mGy in the presence of 3-AB and ANI and cell damage was detected through Comet assay. Compared to control, the presence of ANI did not inhibit PARP function at 50 mGy of 2.4 mGy/hr but there was increased tail moment in the presence of 3-AB and this might be due to differences in their concentrations. However, at 100 mGy dose, the tail moment increased in the presence of both 3-AB and ANI with the later showing greater increase. These results show that PARP inhibitors sensitized the cells to low dose γ radiation by abrogating the activity of PARP enzyme. DNA repair process reduced and the tail moment increased.

Keywords: Gamma radiation, PARP, 2.4 mGy, 100 mGy

1. INTRODUCTION

Ionizing radiations are atomic particles or electromagnetic waves that cause ionization of atoms and molecules. Particulate radiation is alpha-particle, beta particle, and neutron while electromagnetic waves (photons) include ultraviolet radiation, x-rays and gamma rays. Sources of ionizing radiations are radioactive materials, particle accelerator, x-ray tubes and the environment [1]. The Ionizing radiation energy is transferred to atoms and molecules in the cellular structure and ionizes or excites them. Both ionization and excitation produces free radicals which break chemical bond of molecules and form new chemical bonds. Vital molecules of cells (DNA, RNA and proteins) are damaged as a result of such energy transfer mechanism. Production of reactive oxygen species (ROS) is the result of water radiolysis in cells that cause a major damage to these macro molecules. This oxidative stress is the cause of different biological phenomena and diseases [2, 3]. Low level of radiation effects are small that could be repaired by different ways of DNA repair mechanisms. DNA damages induced by low dose rate radiation are repaired or cell may go through apoptosis to eliminate the potential genetic lesions. If the lesion is not so large because of low dose, it may lead to cancer due to error prone DNA repair processes [4].

Poly (ADP-ribose) polymerase or PARP is a family of proteins of 17 members involved in different functions. There are four domains of PARP including, catalytic domain, DNA binding domain, cleavage domain and auto-modification domain. These domains are responsible for different functions of the PARP enzyme. PARP-1 and PARP-2 are most important in DNA repair process. DNA-ribose polymer is synthesized from nicotinamide adenine dinucleotide (NAD) on PARP-1 activation. DNA single strand break (SSB)
is detected by PARP-1 and binding to SSB recruits base excision repair proteins (BER), i.e., XRCC1, DNA pol beta, DNA ligase and kinase to break sites. PARP-1 is oligomerized by PARP-2 in the repair mechanism [5]. It has been noted that low doses of low linear energy transfer (LET) radiation could suppress neoplastic transformation of human hybrid cells in vitro. This suppression is abrogated by using 3-aminobenzamide (3-AB), an inhibitor of PARP enzyme [6]. PARP inhibitors, 3-AB and 4-Amino-1, 8-naphthalimide (ANI) competitively inhibit the catalytic domain of PARP from binding to NAD and prevent ribosylation. In this way, the DNA breaks will not be repaired by PARP enzyme and cells will die. In radiotherapy for tumor cells, the effect of ionizing radiation is potentiated by using PARP inhibitors [7, 8]. Inhibitors act by increasing the sensitivity of mammalian cells to low doses of ionizing radiation [9, 10]. The use of PARP inhibitors in cancers in which BRCA 1/2 are mutated is a novel approach in cancer therapy [8, 11]. Inhibition of PARP enzyme represents a new tool in radiotherapy for cancers and gives promising results [14, 15]. The aim of this study was to investigate the induction of DNA damages by low doses of low dose rate gamma radiation by inhibiting poly (ADP-ribose) polymerase (PARP) protein, a DNA repair enzyme.

2. MATERIAL AND METHODS

2.1 Cell Culture

The adherent human fibroblast VH10 cell line was cultured in Minimum Essential Medium Eagle (MEM) supplemented with antibiotics (1% penicillin-streptomycin 10000 IU) and 10% bovine calf serum. For experiments, cells were washed 2x with Hanks Balanced Salt Solution (HBSS) and trypsinized with 1 ml trypsin-EDTA for 5-7 min at 37°C. Then 10ml MEM was added to neutralize trypsin and the cell suspension was put on shaker in order to prevent cell attachment. The number of cells was counted 3 times by cell counter and 0.2 x 10^6 cells were seeded into 25 cm² flasks containing 8 ml MEM. Cells were grown overnight in a humidified 95% air and 5% CO₂ atmosphere at 37°C.

2.2 Irradiation Conditions

After overnight incubation, cell medium was changed with fresh 8 ml MEM containing 5 mM 3-AB or 10μM ANI, respectively. One sample was used without inhibitor as control. Flasks were incubated in the specially designed low dose rate radiation incubator with the Cs^{137} γ-source underneath at a dose rate 2.4 mGy/hour for total doses of 50 mGy or 100 mGy. Irradiation was carried out as described earlier [16].

2.3 Comet Assay

After irradiation, cells were washed with HBSS and trypsinized. The cell suspension was kept on ice and cell number was counted for each sample. Then 200μl of cell suspension with 0.2 x 10^6 cells/ml was mixed with 2% low melting agarose in same ratio (1:1), 80 μl of each sample were applied on the slides coated with 0.5% normal melting agarose and covered with cover slips. In cold room, all slides were put in lysis buffer (2.5M NaCl + 100 mM Na2EDTA + 10 mM Tris Base) for unwinding process. After one hour, keeping the voltage constant, switched on the power of electrophoresis for 25 min. Then rinsed slides 3 x 5 min in neutralizing buffer of pH 7.5 (0.4M Tris Base). The slides were stained with 50μl DAPI stain and covered with cover slips. All slides were analyzed on next day.

2.4 Statistical Methods

The values are expressed as means ± SD. Statistical analyses were performed using SAS statistical software, version 8.0 (SAS Institute, Cary, NC, USA) for Windows®. A p-value <0.05 was considered to be statistically significant.

3. RESULTS AND DISCUSSION

3.1 Effect of Inhibitors on VH10 Cell at 50mGy of 2.4 mGy/h Gamma Rays

The present study was conducted to detect the effect of low dose of low dose rate gamma rays (2.4 mGy/h) in the presence of inhibitor, 3-AB
and ANI with control. Comet assay was used to detect cell damage. In this technique, individual cell DNA damage and its migration was identified in the form of tail moment. There was increased tail moment in the presence of 3-AB as compared to control (Fig. 1). These results are supported by previous study that shows increased sensitization of cells to gamma radiation by treatment with 3-AB [17]. This method is more flexible and sensitive, requires less number of cells and has low cost. In genotoxicity, it is frequently used to identify mutagenic agents to human i.e. ionizing radiation [18]. Incubation with 3-AB (100 mM) on 50 mGy dose reduced DNA repair process (tail moment increased). In the presence of inhibitors the tail movement was more than without inhibitor. In contrast, ANI did not show inhibition of PARP function due to some unclear error (Fig. 1, 3). This is probably due to low concentration of ANI compared to 3-AB (8μl and 400μl respectively) used with the dose of 50 mGy. The effect of ANI is shown to be concentration dependent [18].
Radiosensitization mostly depends on the phase of cell cycle. Moreover, inhibiting DNA repair by ANI radiosensitization is studied specifically in S phase. In this experiment, confluent VH10 cells were used that repaired DNA damage irradiated before S phase or on G2-M and G1 phases [7, 19].

3.2 Effect of inhibitors on VH10 cell at 100 mGy of 2.4 mGy/h Gamma Rays

Figure 2 represents the radiosensitizing effect of both PARP inhibitors during irradiation of 100 mGy dose. Compared to control, tail moment of cell DNA was more with inhibitors ANI and 3-AB. Further, the effect of ANI on PARP inhibition was much larger at 100mGy dose (Fig. 2, 3). It has been shown that 3-AB and ANI are radiosensitizing the culture cells which abrogate the activity of PARP enzyme, ANI is highly specific to inhibiting PARP activity in DNA repair and more potent than 3-AB [20, 21].

3.3 Effect on Total Intensity

Low dose and low dose rate of gamma radiation effect showed decreased total intensity of cellular DNA. It also decreased with inhibitors, but in the presence of 3-AB (0-100mGy), the total intensity was equal to control sample (without radiation and inhibitors). The irradiated cells were mostly examined for apoptosis, which might then be proposed that total intensity was affected (Fig.
4). This study of radiosensitization with PARP inhibitors on confluent fibroblasts is generally agreed with previous observations [7, 16, 17, 22, 23].

4. CONCLUSIONS

The study concludes that PARP inhibitors are concentration dependent and the dose and dose rate affects the DNA damage to large extent. Moreover, the killing of cells by low dose of low dose rate gamma radiation is improved in the presence of PARP inhibitors.
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Abstract: In this paper, we establish some new inequalities of Hermite-Hadamard type based on preinvexity for differentiable mapping that are linked with the illustrious Hermite-Hadamard type inequality for mappings whose derivatives are preinvexity. Also a parallel development is made based on concavity. Applications to some special means of real numbers are found. Also applications to numerical integration are provided. This contributes to new better estimates than presented already.

Keywords: Hermite-Hadamard inequality; preinvex function; Hölder Integral Inequality; power mean inequality.

AMS Subject Classification(2000): 26D15; 26D10

1. INTRODUCTION

One of the cornerstones of analysis is the Hadamard inequality, if \([a, b]\) with \(a < b\) is a real interval and \(f: [a, b] \rightarrow \mathbb{R}\) a convex function, then

\[
f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x)dx \leq \frac{f(a)+f(b)}{2} \tag{1.1}
\]

Over the last decade this has been extended in a number of ways. An important question is the estimating the difference between the middle and rightmost term in the (1.1). In recent years, this classical inequality has been improved and generalized in a number of ways and a large number of research papers have been written on this inequality [see 5-8, 10-13, 15-16, 20] and the references therein. The following identity is a useful building block.

In recent years, lots of efforts have been made by many mathematicians to generalize the classical convexity. For example, Ben-Israel and Mond [4] discuss the role of invexity in optimization; some more researchers extended the idea of this generalization [1, 3, 14, 15, 17-19, 21]. These studies include among others the work of Hanson [8], Weir and Mond [18]. Noor [13, 14] has studied basic properties of the preinvex functions and their role in optimization, variational inequalities and equilibrium problems. Hanson in [9], introduced invex functions as a significant generalization of convex functions. Ben-Israel and Mond [4] gave the concept of preinvex function which is special case of invexity. Let us first recall the definition of preinvexity and some related results.

Let \(K\) be a closed set \(\mathbb{R}^n\) and let \(f: K \rightarrow \mathbb{R}\) and \(\eta: K \times K \rightarrow \mathbb{R}\) be continuous functions. Let \(x \in K\), then the set \(K\) is said to be invex at \(x\) with respect to \(\eta(\ldots)\).
If \( x + t\eta(y, x) \in K \). \( \forall x, y \in K, t \in [0, 1] \)

\( K \) is said to be invex set with respect to \( \eta \) if \( K \)'s invex at each \( x \in K \). The invex set \( K \) is also called \( \eta \)-connected set.

**Definition 1** [16]. The function \( f \) on the invex set \( K \) is said to be preinvex with respect to \( \eta \), if

\[
f(x + t\eta(y, x)) \leq (1 - t)f(x) + tf(y), \forall x, y \in K, t \in [0, 1]\]

The function \( f \) is said to be preconcave if and only if \( -f \) is preinvex.

It is to be noted that every convex function is preinvex with respect to the map \( \eta(x, y) = x - y \) but the converse is not true [17-18] and [21].

Dragomir and Agrawal [7] established the following result connected with the Hadamard inequality, as well as to apply them for some elementary inequalities for real numbers and numerical integration.

**Lemma 1**. Let \( f: I^0 \subseteq \mathbb{R} \to E \) be a differentiable function on \( I^0 \), \( a, b \in I^0 \), with \( a < b \). If \( f' \in L^1[a, b] \), then

\[
\frac{f(a) + f(b)}{2} - \frac{1}{b - a} \int_a^b f(x)dx = \frac{1}{2} \int_0^1 \left( f'(ta + (1 - t)b) - f'(ua + (1 - u)b) \right)(u - t)dtdu.
\]

**Definition 2** [10]. A function \( f: [0, \infty) \to \mathbb{R} \) is said to be \( s \)-convex or \( s \)-preinvex on \( K \) if

\[
f(\mu x + \nu y) \leq \mu^s f(x) + \nu^s f(y)
\]

holds for all \( x, y \in [0, \infty) \) and \( u, v \in [0, 1] \), for some fixed \( s \in (0, 1] \).

Note that, if \( \mu = 1, \nu = 1 \), the above class of convex functions is called \( s \)-convex functions in first sense and represented by \( K_1^s \) and if \( \mu + \nu = 1 \) the above class is called \( s \)-convex in second sense and represented by \( K_2^s \)

It may be noted that every 1-convex function is convex.

This paper is in the continuations of [12], which provides more general and refine results as presented in [12]. This paper is organized as follows: after Introduction, we discuss some new \( s \)-preinvex-Hermite Hadamard type inequalities for differentiable function in Section 2, and in Section 3 we give some applications for some special means of real numbers of the results formulated in Section 2. In Section 4 we gave some applications to quadrature formulae. Finally conclude our results and applications in Section 5.

### 2. MAIN RESULTS

Before proceeding towards our main theorem we need the following equality which is the generalization of Lemma 1 for invex sets. We begin with the following Lemma.

**Lemma 2** [3]. Let \( K \subseteq \mathbb{R} \) be an open invex subset with respect to \( \eta: K \times K \to \mathbb{R} \) and suppose \( f: K \to \mathbb{R} \) be a differentiable function. If \( |f'| \) is integrable on the \( \eta \)-path \( P_{ac}, c = a + \eta(b, a) \), then following inequality holds:

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x)dx \right| \leq \frac{\eta(b, a)}{2} \int_0^1 |1 - 2t| |f'(a + t\eta(b, a))| dt.
\]

**Theorem 2.** Let \( K \subseteq \mathbb{R} \) be an open invex subset with respect to \( \eta: K \times K \to \mathbb{R} \) suppose that \( f: K \to \mathbb{R} \) is differentiable function. If \( |f'|^q \) is preinvex on \( K \), then the following inequality holds:

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x)dx \right| \leq \frac{\eta(b, a)}{2^s} \left( \frac{s^2}{(s + 1)(s + 2)} \right) ||f'(a)|| + ||f'(b)||^{(2.6)}
\]

For \( q \geq 1 \) and every \( a, b \in K \) with \( \eta(b, a) \neq 0 \).

**Proof.** By using Lemma 2, we get

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x)dx \right| \leq \frac{\eta(b, a)}{2} \int_0^1 |1 - 2t| f'(a + t\eta(b, a)) dt
\]

since \( |f'| \) is \( s \)-preinvex on \( K \) for every \( a, b \in K \) and \( t \in [0, 1] \). we have
Theorem 3. Let the assumption of Theorem 2 are satisfied with \( p > 1 \), such that \( q = \frac{p}{p-1} \), if the mapping \( |f'|^q \) is concave on \([a, b]\), then,

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \right| \leq \frac{\eta(b, a)}{2} \int_0^1 |1 - 2t| |f'(a + t\eta(b, a))| \, dt \quad (2.9)
\]

Proof. By using Lemma 2, we obtain

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \right| \leq \frac{\eta(b, a)}{2} \int_0^1 |1 - 2t| |f'(a + t\eta(b, a))| \, dt \quad (2.10)
\]

By applying Hölder's inequality on the right side of (2.10), we have,

\[
\int_0^1 |1 - 2t| |f'(a + t\eta(b, a))| \, dt \leq \left( \int_0^1 |1 - 2t|^p \, dt \right)^{\frac{1}{p}} \left( \int_0^1 |f'(a + t\eta(b, a))|^q \, dt \right)^{\frac{1}{q}} \quad (2.11)
\]

Here,

\[
\int_0^1 |1 - 2t|^p \, dt = \int_0^{\frac{1}{2}} (1 - 2t)^p \, dt = \frac{1}{p + 1}, \quad (2.12)
\]

Since \( |f'|^q \) is concave, by applying Jensen’s integral inequality on the second integral of R.H.S of (2.11) we have

\[
\int_0^1 |f'(a + t\eta(b, a))|^q \, dt \leq \left( \int_0^1 t^p \, dt \right)^{\frac{1}{p}} \left( \int_0^1 |f'(a + t\eta(b, a))|^q \, dt \right)^{\frac{1}{q}} \quad (2.13)
\]

By (2.10), and (2.12), and (2.13) we get (2.9).

Theorem 4. Let the assumption of Theorem 2 are satisfied with \( p > 1 \), such that \( q = \frac{p}{p-1} \), if the mapping \( |f'|^q \) is s-preinvex on \([a, b]\), then,

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \right| \leq \frac{\eta(b, a)}{2} \left( \frac{1}{s + 1} \right)^{\frac{1}{b}} \left( \frac{|f'(a)|^q + |f'(b)|^q}{s + 1} \right)^{\frac{1}{q}} \quad (2.14)
\]

Proof. By using Lemma 2, we obtain

\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \right| \leq \frac{\eta(b, a)}{2} \int_0^1 |1 - 2t| |f'(a + t\eta(b, a))| \, dt \quad (2.15)
\]

By applying Hölder’s inequality on the right side of (2.15), we have,

\[
\int_0^1 |1 - 2t| |f'(a + t\eta(b, a))| \, dt \leq \left( \int_0^1 |1 - 2t|^p \, dt \right)^{\frac{1}{p}} \left( \int_0^1 |f'(a + t\eta(b, a))|^q \, dt \right)^{\frac{1}{q}} \quad (2.16)
\]

since \( |f'| \) is s-preinvex on \( K \) for every \( a, b \in K \) and \( t \in [0, 1] \), we have

\[
|f'(a + t\eta(b, a))|^q \leq (1 - t)^2 |f'(a)|^q + (t)^2 |f'(b)|^q.
\]

And
Theorem 2 are satisfied with Corollary 5. The above inequality is obtained by using Lemma 2, we get
\[
\int_0^1 |f'(a + t\eta(b, a))|^q \, dt = \frac{\eta(b, a)}{2(p + 1)^\frac{1}{p}} \left( \frac{1}{s + 1} \right)^\frac{1}{q} |f'(a)| + |f'(b)|.
\]
\[
\text{Proof.} \quad \text{The above inequality is obtained by using the fact from Muddassar et al [12],}
\]
\[
\int_0^1 |1 - 2t|^\frac{1}{p} |f'(a + t\eta(b, a))| \, dt \quad (2.21)
\]
By applying Hölder’s inequality on (2.21), for \( q > 1 \), we have,
\[
\left( \int_0^1 |1 - 2t|^\frac{1}{p} |f'(a + t\eta(b, a))|^q \, dt \right)^\frac{1}{q} \leq \frac{\eta(b, a)}{2} \left( \int_0^1 |1 - 2t|^\frac{1}{p} \right)^\frac{1}{q} \tag{2.22}
\]
Since \(|f'|\) is s-preinve on \( K \) for every \( a, b \in K \) and \( t \in [0, 1] \). (2.22) can be written as:
\[
\left( \int_0^1 (1 - t)^{\frac{1}{p}} |f'(a + t\eta(b, a))|^q \, dt \right)^\frac{1}{q} \leq \frac{\eta(b, a)}{2} \left( \frac{1}{2} \right)^\frac{1}{p} \int_0^1 (1 - t)^{\frac{1}{p}} |f'(a)| + (t)^{\frac{1}{p}} |f'(b)| d|t \]
\[
\int_0^1 |1 - 2t| (1 - t)^s \, dt = \int_0^1 |1 - 2t| \, t^s \, dt = \left[ \frac{s \cdot 2^s}{(s + 1)(s + 2)} \right].
\]

By (2.23), and (2.24), in (2.21), we get (2.20).

**Corollary 8.** From Theorem 7, let the assumption of Theorem 4 be satisfied with \( p > 1 \), such that \( q = \frac{p}{p-1} \) if the mapping \(|f'|\) is s-preinvex on \([a, b]\). Then,
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \leq \eta(b, a) \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q.
\]

**Proof.** The proof is similar to that of Corollary 5.

**Theorem 9.** Let the assumption of Theorem 2 be satisfied with \( p > 1 \), such that \( q = \frac{p}{p-1} \) if the mapping \(|f'|\) is s-preconcave on \([a, b]\). Then,
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \leq \eta(b, a) \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q.
\]

\[
\leq \eta(b, a) \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q. \tag{2.25}
\]

**Proof.** We proceed similarly as in Theorem 6. By s-concavity of \(|f'|^q\) we obtain
\[
\int_0^1 |1 - 2t| \left| f' \left( a + t\eta(b, a) \right) \right|^q \, dt = \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q. \tag{2.26}
\]

Now (2.25) immediately follows from Theorem 1.

**Theorem 10.** Let the assumption of Theorem 2 be satisfied, then
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \leq \frac{\eta(b, a)}{2} \left( \frac{s^2 + 3s + 4}{(s + 1)(s + 2)(s + 3)} \right) \left[ |f'| a + b \right]^q. \tag{2.27}
\]

**Proof.** From Lemma 2
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \leq \eta(b, a) \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q \leq \eta(b, a) \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q.
\]

since \(|f'|\) is s-preinvex on \( K \) for every \( a, b \in K \) and \( t \in [0,1] \), we have
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \leq \eta(b, a) \left[ \frac{s \cdot 2^s + 1}{2^s} \right] \left[ |f'| a + b \right]^q. \tag{2.28}
\]

But
\[
\int_0^1 \int_0^s (1 - t)^s \, dt \, du = \int_0^1 \int_0^s \frac{1}{s^2 + 3s + 4} \, dt \, du = \int_0^1 \frac{1}{s^2 + 3s + 4} \, dt \, du. \tag{2.29}
\]

By (2.29) and (2.30), we get (2.27).

**Theorem 11.** Let the assumption of Theorem 2 be satisfied. Furthermore, if the mapping \(|f'|^q\) is s-concave on \([a, b]\). For \( q > 1 \), then,
\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \right| \leq \eta(b, a) \left( \frac{2}{p + 1} \right)^{\frac{s^2 + 3s + 4}{(s + 1)(s + 2)(s + 3)}}, \tag{2.31}
\]

**Proof.** From Lemma 2
\[
\left| \frac{f(a) + f(a + \eta(b,a))}{2} - \frac{1}{\eta(b,a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right|
\]
\[
\leq \frac{\eta(b,a)}{2} \int_0^1 \int_0^1 \left( f'(a + t\eta(b,a)) - f'(a + w\eta(b,a)) \right) |u - t| \, dt \, du
\]
\[
\leq \eta(b,a) \int_0^1 \int_0^1 (f'(a + t\eta(b,a))) |u - t| \, dt \, du
\]
\[
+ \eta(b,a) \int_0^1 \int_0^1 (f'(a + w\eta(b,a))) |u - t| \, dt \, du
\]
\[
= \eta(b,a) \int_0^1 \int_0^1 (f'(a + t\eta(b,a))) |u - t| \, dt \, du. \quad (2.32)
\]

By applying Hölder’s inequality in (2.32), we have,
\[
\left| \frac{f(a) + f(a + \eta(b,a))}{2} - \frac{1}{\eta(b,a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right|
\]
\[
\leq \frac{\eta(b,a)}{2} \int_0^1 \int_0^1 |u - t| \, dt \, du \left( \int_0^1 \int_0^1 |u - t|^p \, dt \, du \right)^{\frac{1}{p}}
\]
But
\[
\int_0^1 \int_0^1 |u - t|^p \, dt \, du = \frac{2}{(p + 1)(p + 2)} \quad (2.34)
\]
Since \(|f'|^q|\) is concave, by applying Jensen’s inequality on the first integral in R.H.S we have
\[
\int_0^1 \int_0^1 \left( f'(a + t\eta(b,a)) \right)^q \, dt \, du \leq \left[ \int_0^1 t^q \, dt \right]^{\frac{1}{q}} \left( \int_0^1 [f'(a + t\eta(b,a))]^q \, dt \right)
\]
\[
= \left[ \frac{1}{q} \right] \left( \int_0^1 [f'(a + t\eta(b,a))]^q \, dt \right) \quad (2.35)
\]
Hence (2.33), (2.34), and (2.35), together imply (2.31).

**Theorem 12.** Let the assumption of Theorem 2 are satisfied. Furthermore, if the mapping \(|f'|^q|\) is s-preinvex on \([a, b]\). For \(q > 1\), then,
\[
\left| \frac{f(a) + f(a + \eta(b,a))}{2} - \frac{1}{\eta(b,a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right|
\]
\[
\leq \eta(b,a) \left[ \frac{2}{(p + 1)(p + 2)} \right]^{\frac{1}{p}} \left( \frac{\int_0^1 \left| f'(a) \right|^q + \int_0^1 \left| f'(b) \right|^q}{(s + 1)} \right) \quad (2.36)
\]

**Proof.** From Lemma 2
\[
\left| \frac{f(a) + f(a + \eta(b,a))}{2} - \frac{1}{\eta(b,a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right|
\]
\[
\leq \eta(b,a) \int_0^1 \int_0^1 \left( f'(a + t\eta(b,a)) \right) |u - t| \, dt \, du
\]
\[
+ \eta(b,a) \int_0^1 \int_0^1 \left( f'(a + w\eta(b,a)) \right) |u - t| \, dt \, du
\]
\[
= \eta(b,a) \int_0^1 \int_0^1 \left( f'(a + t\eta(b,a)) \right) |u - t| \, dt \, du. \quad (2.37)
\]
By applying Hölder’s inequality in (2.37), we have,
\[
\left| \frac{f(a) + f(a + \eta(b,a))}{2} - \frac{1}{\eta(b,a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right|
\]
\[
\leq \eta(b,a) \left[ \frac{2}{(p + 1)(p + 2)} \right]^{\frac{1}{p}} \left( \int_0^1 \left| f'(a) \right|^q + \int_0^1 \left| f'(b) \right|^q \right) \quad (2.38)
\]
Since \(|f'|^q|\) is s-preinvex on \(K \) for every \(a, b \in \text{Kand} \ t \in [0,1]\), we have
\[ \left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right| \leq \eta(b, a) \int_0^1 \int_0^1 [(1 - t)^3 |f'(a)|^q + (t)^\delta |f'(b)|^q] \, dt \, du \\frac{1}{3} (2.39) \]

But
\[ \int_0^1 \int_0^1 u - t^p \, dt \, du = \int_0^1 \left( \int_u^1 (u - t)^p \, dt \right) \, du = \frac{2}{(p + 1)(p + 2)} (2.40) \]

And
\[ \int_0^1 \int_0^1 t^p \, dt \, du = \int_0^1 \left( \int_0^1 (1 - t)^p \, dt \right) \, du = \frac{1}{(s + 1)}. \quad (2.41) \]

By (2.39), (2.40), (2.40), and (2.41), we have (2.36).

**Corollary 13.** From Theorem 12, let the assumption of Theorem 2 are satisfied. Furthermore, if the mapping \(|f'|^q\) is s-preinvex on \([a, b]\). For \(q > 1\), then,
\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right| \leq \eta(b, a) \left( \frac{2}{(p + 1)(p + 2)} \right)^\frac{1}{p} \left( \frac{1}{(s + 1)} \right)^\frac{1}{q} (|f'(a)| + |f'(b)|). \quad (2.42) \]

**Proof.** The proof is similar to that of Corollary 5.

**Theorem 14.** Let the assumption of Theorem 2 are satisfied. Furthermore, if the mapping \(|f'|^q\) is s-preconcave on \([a, b]\). For \(q > 1\), then,
\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right| \leq \eta(b, a) \left( \frac{2}{(p + 1)(p + 2)} \right)^\frac{1}{p} \left( \frac{1}{(s - 1)q} \right)^\frac{1}{q} \frac{a + b}{2}. \quad (2.42) \]

**Proof.** We proceed similarly as in theorem 10. By s-preconcavity of \(|f'|^q\), we obtain
\[
\int_0^1 \int_0^1 |f'(a + \eta(b, a))|^q \, dt \, du \leq \eta(b, a) \int_a^{a+\eta(b,a)} f(x) \, dx \left( \frac{a + b}{2} \right)^\frac{1}{q} \left( \frac{1}{(s - 1)q} \right)^\frac{1}{q} \frac{a + b}{2}. \quad (2.44) \]

**Proof.** From Lemma 2
\[
\left| \frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a+\eta(b,a)} f(x) \, dx \right| \leq \frac{\eta(b, a)}{2} \int_0^1 \int_0^1 \left( \frac{f'(a + \eta(b, a))}{|f'(a + \eta(b, a))|} \right) |u - t| \, dt \, du \quad (2.45) \]

By applying Holder’s inequality in (2.45) we follows as,
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \\
\leq \eta(b, a) \left( \int_0^1 \int_0^1 |u - t| \, dt \, du \right)
\]

Here
\[
\int_0^1 \int_0^1 |u - t| \, dt \, du = \frac{1}{3} \tag{2.47}
\]

And
\[
\int_0^1 \int_0^1 |u - t| |f'(a + t \eta(b, a))|^q \, dt \, du
\]

\[
\leq \eta(b, a) \int_0^1 \left( |u - t|(1 - t)^q|f'(a)|^q + |u - t|(t)^q|f'(b)|^q dt \right) \tag{2.48}
\]

Since \( |f'| \) is s-preinve on \( K \) for every \( a, b \in K \) and \( t \in [0,1] \), we have

By solving (2.48), we have
\[
\int_0^1 \int_0^1 |u - t| |f'(a + t \eta(b, a))|^q \, dt \, du
\]

\[
\leq \left( \frac{s^2 + 3s + 4}{2(s + 1)(s + 2)(s + 3)} \right) \left( |f'(a)|^q \right) + \frac{1}{3} \tag{2.49}
\]

Relations (2.46), (2.47), and (2.49) together imply (2.44).

**Corollary 16.** From theorem 15, let \( K \subseteq \mathbb{R} \) be an open invex subset with respect to \( \eta: K \times K \to \mathbb{R} \) suppose that \( f: K \to \mathbb{R} \) be differentiable function. If \( |f'|^q \) is s-preinve on \( K \), then the following inequality holds:
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \\
\leq \frac{1}{3} \left( \frac{s^2 + 3s + 4}{2(s + 1)(s + 2)(s + 3)} \right) \left( |f'(a)|^q + |f'(b)|^q \right) \tag{2.49}
\]

**Proof.** The proof is similar to that of Corollary 5.

**Theorem 17.** Let \( K \subseteq \mathbb{R} \) be an open invex subset with respect to \( \eta: K \times K \to \mathbb{R} \) suppose that \( f: K \to \mathbb{R} \) be differentiable function. If \( |f'|^q \) is s-preinve on \( K \), then the following inequality holds:
\[
\frac{f(a) + f(a + \eta(b, a))}{2} - \frac{1}{\eta(b, a)} \int_a^{a + \eta(b, a)} f(x) \, dx \\
\leq \frac{1}{3} \left( \frac{s^2 + 3s + 4}{2(s + 1)(s + 2)(s + 3)} \right) \left( |f'(a)|^q + |f'(b)|^q \right) \tag{2.49}
\]

**Proof.** We proceed similarly as in theorem 12. By s-preinve of \( |f'|^q \) we obtain
\[
\int_0^1 \int_0^1 |u - t| |f'(a + t \eta(b, a))|^q \, dt \, du \\
\leq \left( \frac{s^2 + 3s + 4}{2(s + 1)(s + 2)(s + 3)} \right) \left( |f'(a)|^q + |f'(b)|^q \right) \tag{2.51}
\]

Now (2.50) immediately follows from Theorem 1.

### 3. APPLICATION TO SOME SPECIAL MEANS

We now consider the applications of our theorem to the special means.

(a) The arithmetic mean;
\[
A = A(a, b) := \frac{a + b}{2}, \quad a, b > 0,
\]

(b) The geometric mean;
\[
G = G(a, b) := \sqrt{ab}, \quad a, b > 0,
\]

(c) The Harmonic mean:
\[
H = H(a, b) := \frac{2ab}{a + b}, \quad a, b > 0,
\]

(d) The logarithmic mean:
\[
L = L(a, b) := \left( \frac{b - a}{\ln b - \ln a} \right), \quad a \neq b, \quad a, b > 0,
\]

(e) The identric mean:
\[
I = I(a, b) := \begin{cases} \frac{a}{e^{(b-a)/a}}, & \text{if } a = b \\ \frac{1}{e^{(b-a)/a}}, & \text{if } a \neq b \end{cases}, \quad a, b > 0,
\]
Proposition 2. Let $p > 1, 0 < a < b$ and $\frac{p}{p-1}$, then one has the inequality.

$$|A(a, b) - L(a, b)| \leq \frac{1}{3} A(|a|, |b|).$$  \hspace{1cm} (3.52)

Proof. By Theorem 10 applied for the mapping $f(x) = e^x$ for $s = 1$. We have the above inequality (3.52).

Proposition 2. Let $p > 1, 0 < a < b$ and $q = \frac{p}{p-1}$, then one has the inequality.

$$|I(1 - a, 1 - b)| \leq \exp \left( \frac{b - a}{3} H^{-1}(|1 - a|, |1 - b|) \right)$$

Proof. By Theorem 12 applied for the mapping $f(x) = -\ln(1 - x)$ for $s = 1$.

Another result which is connected with p-logarithmic mean $L_p(a, b)$ is following one:

Proposition 3. Let $p > 1, 0 < a < b$ and $q = \frac{p}{p-1}$.

$$|A((1 - a)^n, (1 - b)^n) - L_p^n((1 - a)^n, (1 - b)^n)| \leq |n|(b - a) \left[ \frac{2}{(p + 1)(p + 2)} \right]^{\frac{1}{p}} A\left( |1 - a|^{\frac{q}{n-1}}, |1 - b|^{\frac{q}{n-1}} \right)^{\frac{1}{q}}.$$
Summing over \( k \) from 0 to \( n - 1 \) and taking into account that \( |f'| \) is s-preinvex,

By triangle inequality, we have

\[
\left| \int_a^b f(x) \, dx - S(f, D) \right| = \\
\leq \sum_{k=0}^{n-1} \left| \left( \int_{x_k}^{x_{k+1}} f(x) \, dx \right) - (x_{k+1} - x_k) \left( f\left( \frac{x_{k+1} + x_k}{2} \right) \right) \right| \\
\leq \sum_{k=0}^{n-1} \left| f\left( x_{k+1} \right) - (x_{k+1} - x_k) f\left( \frac{x_{k+1} + x_k}{2} \right) \right| \\
\leq \frac{1}{x_{k+1} - x_k} \int_{x_k}^{x_{k+1}} f(x) \, dx \quad (4.56),
\]

By combining (4.55), (4.56), we get (4.54).

**Proposition 5.** Let \( K \subseteq \mathbb{R} \) be an open invex subset with respect to \( \eta: K \times K \to \mathbb{R} \) suppose that \( f: K \to \mathbb{R} \) be differentiable function.

If \( |f'|^p \) (p-1) is s-preinvex on \( K, p > 1 \), for every division \( D \) of \( [a, b] \), then the following inequality holds:

\[
|R(f, D)| \leq \frac{1}{3^n} \left( \frac{s^2 + 3s + 4}{2(s + 1)(s + 2)(s + 3)} \right)^{1/3} \\
\sum_{k=0}^{n-1} (x_{k+1} - x_k)^2 \left[ |f'(x_k)| + |f'(x_{k+1})| \right]
\]

**Proof.** The proof is similar to that of Proposition 4 and using Corollary 16.

5. CONCLUSIONS

Convexity has been playing a key role in mathematical programming, engineering, and optimization theory. The generalization of convexity is one of the most important aspects in mathematical programming and optimization theory. There have been many attempts to weaken the convexity assumptions in the literature. A significant generalization of convex functions is that of invex functions introduced by Hanson [9]. Ben-Israel and Mond [4] introduced the concept of preinvex functions, which is a special case of invexity. Pini [17] introduced the concept of prequasiinvex functions as a generalization of invex functions. Noor [13, 14] has established some Hermite-Hadamardtype inequalities for preinvex and log-preinvex functions. In this paper we developed more results on hermite-Hadamard’s type inequalities by weaken the condition of convexity and found some new results which are related with some special mean; we also applied these results on quadrature rules that gave better estimates than previously presented. We can further find some new relations in the same way as above associating with some special means by taking some other convex functions. For example, choosing different convex functions like \( f(x) = -ln x, f(x) = \frac{1}{x} \) and \( f(x) = -ln(1 - x) \) for different values of \( \sin s \)-preinvexity (concavity), we get new relations relating to some special means.
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1. INTRODUCTION

In this paper we developed a numerical technique with non-polynomial cubic spline for obtaining an approximate solution of a twelfth order linear BVP, which is in the form

\[ u^{(12)}(x) + a_1(x)u^{(11)}(x) + a_2(x)u^{(10)}(x) + a_3(x)u^{(9)}(x) + a_4(x)u^{(8)}(x) + a_5(x)u^{(7)}(x) + a_6(x)u^{(6)}(x) + a_7(x)u^{(5)}(x) + a_8(x)u^{(4)}(x) + a_9(x)u^{(3)}(x) + a_{10}(x)u^{(2)}(x) + a_{11}(x)u^{(1)}(x) + a_{12}(x)u(x) = f(x) \quad x \in [a, b] \quad (1) \]

Subject to the boundary conditions

\[ u(a) = \alpha_0 \quad , \quad u(b) = \beta_0 \]
\[ u^{(2)}(a) = \alpha_1 \quad , \quad u^{(2)}(b) = \beta_1 \]
\[ u^{(4)}(a) = \alpha_2 \quad , \quad u^{(4)}(b) = \beta_2 \]
\[ u^{(6)}(a) = \alpha_3 \quad , \quad u^{(6)}(b) = \beta_3 \]
\[ u^{(8)}(a) = \alpha_4 \quad , \quad u^{(8)}(b) = \beta_4 \]
\[ u^{(10)}(a) = \alpha_5 \quad , \quad u^{(10)}(b) = \beta_5 \quad (2) \]

where \( \alpha_i, \beta_i ; i = 0, 1, \ldots, 5 \) are arbitrary fixed real constants, and \( a_i(x); i = 1, 2, \ldots, 12 \) and \( f(x) \) are continuous functions defined on the interval \([a, b]\). In literature the numerical solutions of twelfth order BVPs and the linked characteristic value problem is rare. When an infinite horizontal film of fluid is heated from below, with the supposition that a consistent magnetic field is also functional from corner to corner the fluid in the same course as gravity and the fluid is subjected to the feat of rotational, unsteadiness begins. When unsteadiness sets in as usual convection, it is modeled by tenth order BVP. When instability begins as over stability, it can be modeled by twelfth order BVP. Chandrasekhar [1]. Numerical methods for eighth, tenth and twelfth order characteristic value problems arising in thermal unsteadiness were developed by Twizell et al [2]. Siddiqui and Twizell [3, 4] presented the solutions of tenth and twelfth order BVPs using tenth and twelfth degree splines respectively. In 1975 the solution of second order boundary value problems was presented by Alberg and Ito [5]. Usmani [6] in 1980 developed cubic, quartic and sextic spline methods for solving non-linear second order BVP. Siraj-ul-Islam et al [7] (2006) presented a quadratic non-polynomial spine method for solving second order obstacle problems. Caglar [8] used non-polynomial spline technique to solve a
time-dependent heat-like Lane-Emden equation. In [9] Papamichael et al successively developed the cubic spline scheme for the solution of two-point BVPs. Omotayo et al [10] solved fourth order BVPs by reducing it to a system of second order BVPs using a non-polynomial spline method and obtained a convergence of order four.

In this paper, we solve equation (1) along with the associated boundary conditions (2) by reducing equation (1) to a system of second order differential equations of the form:

\[ p^{(2)}(x) + a_1(x) p^{(1)}(x) + a_2(x) p(x) + a_3(x) t^{(1)}(x) + a_4(x) t(x) + a_5(x) r^{(1)}(x) + a_6(x) r(x) + a_7(x) w^{(1)}(x) + a_8(x) w(x) + a_9(x) v^{(1)}(x) + a_{10}(x) v(x) + a_{11}(x) u^{(1)}(x) + a_{12}(x) u(x) = f(x) ; \quad a \leq x \leq b \]

Subject to the boundary conditions

\[ \begin{align*}
  u(a) &= \alpha_0 \quad , \quad u(b) = \beta_0 \\
  v(a) &= \alpha_1 \quad , \quad v(b) = \beta_1 \\
  w(a) &= \alpha_2 \quad , \quad w(b) = \beta_2 \\
  r(a) &= \alpha_3 \quad , \quad r(b) = \beta_3 \\
  t(a) &= \alpha_4 \quad , \quad t(b) = \beta_4 \\
  p(a) &= \alpha_5 \quad , \quad p(b) = \beta_5 
\end{align*} \]

Subject to the boundary conditions (5), we divide the interval \([a, b]\) into \(n\) equal subintervals using the grid points:

\[ x_i = a + ih, \quad i = 0, 1, \ldots, n \quad \text{where} \quad a = x_0, b = x_n, h = \frac{b-a}{n}, \quad \text{and} \quad n \text{ is any arbitrary positive integer.} \]

Let \( u(x) \) be the exact solution and \( u_i \) be an approximation to \( u(x_i) \) obtained by the non-polynomial cubic spline \( S_i(x) \) passing through the points \( (x_i, u_i) \) and \( (x_{i+1}, u_{i+1}) \). \( S_i(x) \) is required to satisfy the interpolating conditions at \( x_i \) and \( x_{i+1} \), the boundary conditions (5) and also the continuity of first derivative at the common nodes \( (x_i, u_i) \).

For each segment \( (x_i, x_{i+1}) ; \quad i = 0, 1, \ldots, n-1 \), we write the non-polynomial spline \( S_i(x) \) in the form

\[ S_i(x) = a_i + b_i (x - x_i) + c_i \sin \tau (x - x_i) + d_i \cos \tau (x - x_i) ; \quad i = 0, 1, \ldots, n-1 \]

Where \( a_i, b_i, c_i \) and \( d_i \) are constants and \( \tau \) is a free parameter. A non-polynomial function \( S(x) \) of class \( C^2[a, b] \) which interpolates \( u(x) \) at the grid points \( x_i \); \( i = 0, 1, \ldots, n \) depends on a parameter \( \tau \) and reduces to an ordinary cubic spline \( S(x) \) in \([a, b]\) as \( \tau \to 0 \).

For the derivation of the expression for coefficients of equation (6) in terms of \( u_i, u_{i+1}, L_i \) and \( L_{i+1} \), we first define

\[ S_i'(x) = u_i \quad , \quad S_i'(x_{i+1}) = u_{i+1} \]

\[ S_i''(x) = L_i \quad , \quad S_i''(x_{i+1}) = L_{i+1} \]

By using the simple algebraic manipulation we obtain the following expressions for the coefficients of (6) as

\[ a_i = u_i + \frac{L_i}{\tau} \quad , \quad b_i = \frac{u_{i+1} - u_i}{h} + \frac{L_{i+1} - L_i}{\tau \theta} \quad , \quad c_i = \frac{L_i \cos \theta - L_{i+1}}{\tau^2 \sin \theta} \quad , \quad d_i = -\frac{L_i}{\tau^2} \]

Where \( \theta = \tau h \), \( i = 0, 1, \ldots, n-1 \).

Using the continuity condition of first derivative at the grid point \( (x_i, u_i) \) i.e., \( S_{i-1}'(x_i) = S_i'(x_i) \), we get the following consistency relation for \( i = 1, \ldots, n-1 \).

\[ \alpha L_{i+1} + 2\beta L_i + \alpha L_{i-1} = \frac{1}{h^2} (u_{i+1} - 2u_i + u_{i-1}) \]

Where \( \alpha = \frac{1}{\theta \sin \theta} - \frac{1}{\theta^2} \), \( \beta = -\frac{1}{\theta^2} - \frac{\cos \theta}{\theta} \) and \( \theta = \tau h \).

On similar lines we obtain relations for \( v(x) \), \( w(x) \), \( r(x) \) and \( p(x) \) respectively as;

\[ \begin{align*}
  \alpha M_{i+1} + 2\beta M_i + \alpha M_{i-1} &= \frac{1}{h^2} (v_{i+1} - 2v_i + v_{i-1}) \\
  \alpha N_{i+1} + 2\beta N_i + \alpha N_{i-1} &= \frac{1}{h^2} (w_{i+1} - 2w_i + w_{i-1}) 
\end{align*} \]
\[ aQ_{i+1} + 2\beta Q_i + aQ_{i-1} = \]
\[ \frac{1}{\Delta^2} (r_{i+1} - 2r_i + r_{i-1}) \quad (11) \]
\[ aR_{i+1} + 2\beta R_i + aR_{i-1} = \]
\[ \frac{1}{\Delta^2} (t_{i+1} - 2t_i + t_{i-1}) \quad (12) \]
\[ aW_{i+1} + 2\beta W_i + aW_{i-1} = \]
\[ \frac{1}{\Delta^2} (p_{i+1} - 2p_i + p_{i-1}) \quad (13) \]

Where we have substituted

\[ v^{(2)}(x) = M, \quad w^{(2)}(x) = N, \quad r^{(2)}(x) = Q, \]
\[ t^{(2)}(x) = R, \quad p^{(2)}(x) = W \]

The described method is fourth order convergent if \( 1 - 2\alpha - 2\beta = 0 \) and \( \alpha = \frac{1}{12} \) \cite{10}.

3. **NON-POLYNOMIAL SPLINE APPLICATIONS**

To illustrate the applications of the method developed in the previous section, we discretize (4) at the grid points \((x_i, u_i), (x_i, v_i), (x_i, w_i), (x_i, r_i), (x_i, t_i)\) and \((x_i, p_i)\), so we have

\[ p_i^{(2)} + a_1(x_i)p_i^{(1)} + a_2(x_i)p_i(x) + a_3(x_i)t_i^{(1)} + a_4(x_i)t_i \]
\[ + a_5(x_i)r_i^{(1)} + a_6(x_i)r_i + a_7(x_i)w_i^{(1)} + a_8(x_i)w_i \]
\[ + a_9(x_i)v_i^{(1)} + a_{10}(x_i)v_i + a_{11}(x_i)u_i^{(1)} + a_{12}(x_i)u_i = f(x_i) \]
\[ u_i^{(2)} = v_i \]
\[ v_i^{(2)} = w_i \]
\[ w_i^{(2)} = r_i \]
\[ r_i^{(2)} = t_i \]
\[ t_i^{(2)} = p_i \]

Substituting \( u_i^{(2)} = L_i, \quad v_i^{(2)} = M_i, \quad w_i^{(2)} = N_i \), \( r_i^{(2)} = Q_i, \quad t_i^{(2)} = R_i, \quad p_i^{(2)} = W_i \) in (14) and rewriting, we get

\[ W_i = f(x_i) - a_1(x_i)p_i^{(1)} - a_2(x_i)p_i(x) \]
\[ - a_3(x_i)t_i^{(1)} - a_4(x_i)t_i - a_5(x_i)r_i^{(1)} - a_6(x_i)r_i \]
\[ - a_7(x_i)w_i^{(1)} - a_8(x_i)w_i - a_9(x_i)v_i^{(1)} \]
\[ - a_{10}(x_i)v_i - a_{11}(x_i)u_i^{(1)} - a_{12}(x_i)u_i \]

The following approximations of \( O(h^2) \) for the first order derivative of \( u, v, w, r, t \) and \( p \) in (15) can be used;

\[ u_i' \approx \frac{u_{i+1} - u_{i-1}}{2h}, \quad v_i' \approx \frac{v_{i+1} - v_{i-1}}{2h} \]
\[ u_i' \approx \frac{3u_{i+1} - 4u_i + u_{i-1}}{2h}, \quad v_i' \approx \frac{3v_{i+1} - 4v_i + v_{i-1}}{2h} \]
\[ u_i' \approx \frac{-u_{i+1} + 4u_i - u_{i-1}}{2h}, \quad v_i' \approx \frac{-v_{i+1} + 4v_i - v_{i-1}}{2h} \]
\[ w_i' \approx \frac{w_{i+1} - w_{i-1}}{2h}, \quad r_i' \approx \frac{r_{i+1} - r_{i-1}}{2h} \]
\[ w_i' \approx \frac{3w_{i+1} - 4w_i + w_{i-1}}{2h}, \quad r_i' \approx \frac{3r_{i+1} - 4r_i + r_{i-1}}{2h} \]
\[ w_i' \approx \frac{-w_{i+1} + 4w_i - w_{i-1}}{2h}, \quad r_i' \approx \frac{-r_{i+1} + 4r_i - r_{i-1}}{2h} \]
\[ t_i' \approx \frac{t_{i+1} - t_{i-1}}{2h}, \quad p_i' \approx \frac{p_{i+1} - p_{i-1}}{2h} \]
\[ t_i' \approx \frac{3t_{i+1} - 4t_i + t_{i-1}}{2h}, \quad p_i' \approx \frac{3p_{i+1} - 4p_i + p_{i-1}}{2h} \]
\[ t_i' \approx \frac{-t_{i+1} + 4t_i - 3t_{i-1}}{2h}, \quad p_i' \approx \frac{-p_{i+1} + 4p_i - 3p_{i-1}}{2h} \]

By using (16) the results in (15) become

\[ W_i = f(x_i) - a_1(x_i)p_i^{(1)} - a_2(x_i)p_i(x) \]
\[ - a_3(x_i)t_i^{(1)} - a_4(x_i)t_i - a_5(x_i)r_i^{(1)} - a_6(x_i)r_i \]
\[ - a_7(x_i)w_i^{(1)} - a_8(x_i)w_i - a_9(x_i)v_i^{(1)} \]
\[ - a_{10}(x_i)v_i - a_{11}(x_i)u_i^{(1)} - a_{12}(x_i)u_i \]
\[-a_{10}(x_i)v_i - a_{11}(x_i) \frac{u_{i+1} - u_{i-1}}{2h} - a_{12}(x_i)u_i\]

\[W_{i+1} = f(x_{i+1}) - a_1(x_{i+1}) \frac{3p_{i+1} - 4p_i + p_{i-1}}{2h} - a_2(x_{i+1})p_i(x)\]

\[-a_2(x_{i+1})p_i(x)\]

\[-a_3(x_{i+1}) \frac{3t_{i+1} - 4t_i + t_{i-1} - a_4(x_{i+1})t_i}{2h} - a_5(x_{i+1}) \frac{3r_{i+1} - 4r_i + r_{i-1}}{2h}\]

\[-a_6(x_{i+1})r_i - a_7(x_{i+1}) \frac{3w_{i+1} - 4w_i + w_{i-1}}{2h} - a_8(x_{i+1})w_i\]

\[-a_9(x_{i+1}) \frac{3v_{i+1} - 4v_i + v_{i-1}}{2h} - a_{10}(x_{i+1})v_i\]

Substituting (17) in equations from (8) to (13) and simplifying we obtain

\[
\left(- \frac{1}{h^2} + \frac{3 \alpha a_1(x_{i-1})}{2h} + \frac{\beta a_1(x_i)}{h} - \frac{\alpha a_{1}(x_{i+1})}{2h}\right) \frac{p_{i+1}}{2h} - a_2(x_{i+1})p_i(x)\]

\[
\left(- \frac{2}{h^2} - \frac{3 \alpha a_{3}(x_{i-1})}{2h} - \frac{\beta a_3(x_i)}{h} - \frac{\alpha a_{3}(x_{i+1})}{2h}\right) \frac{t_{i+1}}{2h} - a_4(x_{i-1})t_i\]

\[
\left(- \frac{2}{h^2} + \frac{3 \alpha a_{5}(x_{i-1})}{2h} + \frac{\beta a_5(x_i)}{h} - \frac{\alpha a_{5}(x_{i+1})}{2h}\right) \frac{r_{i+1}}{2h} - a_6(x_{i-1})r_i\]

\[
\left(- \frac{2}{h^2} - \frac{3 \alpha a_{7}(x_{i-1})}{2h} + \frac{\beta a_7(x_i)}{h} - \frac{\alpha a_{7}(x_{i+1})}{2h}\right) \frac{w_{i+1}}{2h} - a_8(x_{i-1})w_i\]

\[L_i = v_i \quad M_i = w_i \quad N_i = r_i \quad Q_i = t_i \quad R_i = p_i\]

\[L_{i+1} = v_{i+1} \quad M_{i+1} = w_{i+1} \quad N_{i+1} = r_{i+1} \quad Q_{i+1} = t_{i+1} \quad R_{i+1} = p_{i+1}\]

\[L_{i-1} = v_{i-1} \quad M_{i-1} = w_{i-1} \quad N_{i-1} = r_{i-1} \quad Q_{i-1} = t_{i-1} \quad R_{i-1} = p_{i-1}\]
Equations (18) to (23) along with the boundary conditions (5) give a complete system of linear equations in \(6(n + 1)\) unknowns, which can be obtained by applying simple numerical techniques.

### 4. NUMERICAL APPLICATIONS

In this section we test the performance of the method developed by solving two boundary value problems with step size \(h = \frac{1}{5}\) and \(h = \frac{1}{10}\). The numerical results have been presented in tables and the graphical results have been shown in fig.

#### Example 1

\[
u^{(12)}(x) + xu(x) = -(120 + 23x + x^3)e^x; \quad 0 \leq x \leq 1
\]

Subject to

\[
\begin{align*}
u(0) &= 0, \quad u(1) = 0 \\
u(2)(0) &= 0, \quad u(2)(1) = -4e \\
u(4)(0) &= -8, \quad u(4)(1) = -16e \\
u(6)(0) &= -24, \quad u(6)(1) = -36e \\
u(8)(0) &= -48, \quad u(8)(1) = -64e \\
u(10)(0) &= -80, \quad u(10)(1) = -100e
\end{align*}
\]

Exact solution:

\[
u(x) = x(1 - x)e^x; \quad 0 \leq x \leq 1
\]

#### Example 2

\[
u^{(12)}(x) - u(x) = -12(2x \cos x + 11 \sin x); \quad -1 \leq x \leq 1
\]

Subject to

\[
u(-1) = 0, \quad u(1) = 0
\]

\[
u^{(2)}(-1) = -4 \cos 1 - 2 \sin 1, \quad u^{(2)}(1) = 4 \cos 1 + 2 \sin 1
\]

\[
u^{(4)}(-1) = 8 \cos 1 + 12 \sin 1, \quad u^{(4)}(1) = -8 \cos 1 - 12 \sin 1
\]
Graphical representation of absolute error in $u_i$ in Fig. 1, in $u_i^{(2)}$ in Fig. 2, in $u_i^{(4)}$ in Fig. 3, in $u_i^{(6)}$ in Fig. 4, in $u_i^{(8)}$ in Fig. 5, in $u_i^{(10)}$ in Fig. 6, for Example 1.
Graphical representation of absolute error in $u_i$ in Fig. 7, in $u_i^{(2)}$ in Fig. 8, in $u_i^{(4)}$ in Fig. 9, in $u_i^{(6)}$ in Fig. 10, in $u_i^{(8)}$ in Fig. 11, in $u_i^{(10)}$ in Fig. 12, for Example 2.
The twelfth order boundary value problems have rare numerical solution in literature, so it is important to find reliable numerical technique for solving these problems. Approximate solutions of the twelfth order BVPs have been obtained by using the non-polynomial spline method. The method is applied on two test problems and the results obtained are sufficiently accurate and encouraging, reflecting the validity of the developed method. Richardson’s extrapolation can be employed along with the proposed method to further enhance its validity.
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Abstract: In the present study some results related to various properties polyaniline salt synthesized via inverse emulsion polymerization pathway [1] has been discussed. The synthesized PANI salt was found to be completely soluble in tetrahydrofuran (THF), dimethyl sulfoxide (DMSO), dimethylformamide (DMF), chloroform and in a mixture of toluene and 2-propanol. The synthesized polymer salt was also further characterized with cyclic voltammetry (CV), scanning electron microscope (SEM), X-ray diffraction (XRD), UV-vis spectroscopy and viscosity measurements. Thermogravimetric analysis (TGA) was used to analyze the thermal properties of synthesized polymer. The extent of doping of the PANI salt was determined from UV-vis spectra and TGA analysis. The activation energy for the degradation of the polymer was calculated with the help of TGA.
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1. INTRODUCTION

Intrinsically conducting polymers (ICPs) have generated a tremendous interest due to interesting electrical and optical properties [2]. Among often studied ICPs like polyacetylene, polyaniline (PANI), polythiphene, polypyrrole, poly(paraphenylene vinylene), polyaniline is particularly attractive because of its ease of synthesis with high yield, the good environmental stability and the ability to reversibly tune its conductivity to any value from the insulating to metallic regime [3]. There are four principal oxidation states of PANI. Among them leucoemeraldine (fully reduced), emeraldine (half reduced and half oxidized), pernigraniline (fully reduced) are insulating while emeraldine salt is the only conducting state of PANI [4, 5]. This polymer can be applied to batteries [6, 7], anion exchanger [8, 9], tissue engineering [10], inhibition of steel corrosion [11], sensors [12, 13] and so on.

PANI can be synthesized through either electrochemical or chemical polymerization [14]. The latter one is of particular importance since this process is the most feasible route for the production of PANI on large scale [15]. However, like other ICPs, PANI also exhibit poor thermal stability and poor processability in common organic solvents which limit its various technological applications. Numerous methods have been developed to overcome these shortcomings. These include the use of substituted aniline as monomer, synthesis of co-polymers and synthesis of PANI by emulsions/inverse emulsions polymerization [16]. Cao et a.[17] used dodecylbenzene sulfonic acid (DBSA) and dinonylnaphthalinic acid (DNNSA) as dopant for improvement of processability. However, the PANI salts produced were partially soluble in organic solvents [18].

In order to fulfill this goal, we started a systematic
study aimed at establishing effective polymerization pathway for the synthesis of processable polyaniline. Recently, we developed a novel method for synthesis of completely soluble and highly thermally stable polyaniline- dodecylbenzene sulfonic acid (PANI-DBSA) salts [1]. The purpose of present study was to analyze these polymers by various testing techniques to further assess its spectral, electrical and physical properties.

2. MATERIALS AND METHODS
Reagent grade Aniline (Acros, USA) was distilled under vacuum, the resulting colorless liquid was stored under nitrogen. Chloroform (Scharlau, Spain), Benzoyl Peroxide (Merck, Germany), 2-Butanol (Aldrich, Italy), DBSA (Acros, USA), 2-Propanol (Merck, Germany), Toluene (Scharalau, Spain), Tetrahydrofuran (Scharalau, Spain) were used as received.

The polyaniline-dodecylbenzenesulfonic acid salts were synthesized via pathway reported elsewhere [1]. In a typical experiment desired amount of chloroform was taken in a 100 mL round bottom flask. Then benzoyl peroxide was added to it under mechanical stirring. To this solution 2-butanol, DBSA, and aniline were added. The resulting mixture of deionized water (Millipore) was added to form a milky white emulsion. The mixture turned green in 5 hours and polymerization reaction was allowed to proceed for 24 hours. In the end the organic phase containing polyaniline salt was separated and washed four times with 50 mL of acetone. After thorough washing, a dark green highly concentrated polyaniline salt was obtained. Then it was dried at room temperature for 24 hours in a Petri dish. On addition of small amount of acetone to the Petri dish the film broke into flakes. Then PANI-DBSA salt was separated by filtration and dried in a desiccator. Prior to this the experimental conditions were optimized by stepwise changing concentration of oxidants, monomer and surfactant. The polymers obtained with the varying amount of aniline were labeled as sample 1, sample 2, sample 3 and sample 4 where the aniline concentrations were $5.36 \times 10^{-4}$, $6.52 \times 10^{-4}$, and $7.66 \times 10^{-4}$ and $8.18 \times 10^{-3}$ mol, respectively. Similarly, the samples with different concentrations of benzoyl peroxide were named as sample 5, sample 6, and sample 7 when the concentrations of benzoyl peroxide were $4.17 \times 10^{-3}$ and $2.08 \times 10^{-3}$ mol, respectively. Sample 8, 9 and 10 represent polymers with $3.73 \times 10^{-3}$, $4.35 \times 10^{-3}$ and $4.97 \times 10^{-3}$ mol of DBSA respectively.

2.1 Characterization
Percent yield of PANI-DBSA was calculated by using following formula [19].

$$\text{Percent yield} = \frac{\text{weight of PANI - DBSA}}{\text{weight of xM aniline} + \text{weight of xM DBSA}} \times 100$$

Viscosities of PANI-DBSA were determined using capillary viscometer. Intrinsic viscosity [$\eta$] was obtained by linearly extrapolating the line of specific viscosity divided by the c ($\eta_s/c$) vs c and the line of the natural logarithm of relative viscosity divided by c (ln $\eta_r/c$) vs c to the same intercept at zero concentration [20].

CV was recorded in 0.5 M H$_2$SO$_4$ in a three electrode cell, using bipotentiotstat Model 2323. In this system gold disk electrode was used as working electrode. PANI dissolved in tetrahydrofuran (THF) was dip-coated onto this electrode. Saturated calomel electrode and a platinum coiled wire were used as reference and as counter electrode, respectively. UV-vis spectra were obtained using Perkin Elmer 650 (UK) spectrophotometer. A quartz cell of 1 cm path length was used for recording spectra of different samples of PANI-DBSA dissolved in different solvents. The morphology of PANI-DBSA was done by using a JSM5910 (JEOL Japan) scanning electron microscope (SEM). Powder material was deposited on adhesive tape fixed to stub and then coated with gold by sputter coater prior to SEM measurements. X ray diffraction patterns were recorded by using Rigaku (Japan) X-ray diffractometer using Cu K$_\alpha$ radiations of wavelength 1.5405 Å with a continuous scan speed of 0.05°/s. The diffraction patterns were collected between 2° - 65°.

Thermal analysis of the polymer was carried out by using Perkin Elmer Diamond series TG/DTA 1300 °C (USA) at a heating rate 10°/min in the presence of N$_2$ atmosphere.

3. RESULTS
3.1. Yield of PANI-DBSA
The inverse emulsion polymerization reaction of aniline was carried out by varying the amount of
benzoyl peroxide, aniline and surfactant. At first for low concentration of aniline no product was obtained, attained a maximum value at \(5.36 \times 10^{-4}\) mol and then decreased with further increasing the monomer concentration. Similar observations were obtained with benzoyl peroxide and surfactant concentration. The results are represented in Table 1.

**Table 1.** Percent yield of PANI-DBSA.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Sample Code</th>
<th>% Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>21.2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>9.8</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>9.7</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8.6</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>21.2</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>21.2</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>16.3</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>17.1</td>
</tr>
</tbody>
</table>

### 3.2. Solubility

The synthesized PANI-DBSA was completely soluble in mixture of toluene and 2-propanol and chloroform. The polymers were also found to be soluble in THF, DMSO and DMF [1].

### 3.3. Intrinsic Viscosity

The viscosity plots of polyaniline salts are given in Fig.1. It was observed that intrinsic viscosity of PANI-DBSA decreased with increasing monomer concentration in the order of \(33.13 > 23.86 > 22.74 > 20\) for sample 1, 2, 3 and 4, respectively.

### 3.4 Cyclic Voltammetry (CV)

The redox property of the synthesized PANI-DBSA was investigated by cyclic voltammetry. Fig. 2. shows the representative CV of sample 1 showing two redox peaks. The first redox peak around \(E_{\text{SCE}} = 0.2\) V was assigned to the transition of leucoemeraldine to emeraldine state and the second peak around \(E_{\text{SCE}} 0.6\) V was due to the emeraldine to pernigranine transition. These peaks confirmed the electroactivity of the synthesized polymer [21].

### 3.5 UV-Vis Spectrum

UV-vis spectrum of PANI-salt was recorded by diluting the sample in tetrahydrofuran. The

---

**Fig. 1.** Viscosity vs concentration plots for determination of intrinsic viscosity of polyaniline salt for a) Sample 1, b) Sample 2, c) Sample, 3 d) Sample 4.
spectrum given in Fig. 3 showed three characteristic peaks. The first band was observed at around 338 nm, the second at 428 nm and third peak was observed at 801 nm.

3.5.1 Extent of Doping

The extent of doping can be estimated from the absorption spectra of PANI in which the exiton (π-polaron transition)/ benzenoid (π-π* transition) ratio indicates the doping level [22]. It is seen from the Table 2 that sample 1 has the biggest ratio among all sample which means that doping level of sample 1 is higher than the others.

Table 2. Absorption ratio exiton/benzenoid (E/B) for different concentrations of aniline.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Sample Code</th>
<th>E/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.47</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2.36</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2.28</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2.26</td>
</tr>
</tbody>
</table>

3.6 X-ray Diffraction of PANI-DBSA

XRD is extensively used in material identification. It is a non destructive, very simple and rapid technique for powder and other microcrystalline samples. The XRD patterns of PANI-DBSA are shown in Fig. 4 which demonstrates the characteristic peaks at 2θ = 2.5°, 19°, 20° and 25°.

3.7. Thermogravimetry of PANI-DBSA

The results of the TGA of PANI-DBSA are given in Fig. 5. The DBSA doped polyaniline salts synthesized at room temperature showed three main weight loss stages. The first step weight loss was of about 5-12%. The second step weight loss being in the range 48-66 %. A slow and somewhat gradual weight loss was observed for these polymers at around 500°C.

3.7.1 Activation Energy for the Degradation of PANI-DBSA

According to Chan et al. [23] a plot of (ln k/w) versus 1/T gives a straight line with the slope equal to –Ea / R.

Fig. 2. Cyclic voltammogram of sample 1 on a gold disc electrode (vs SCE) in solution of 0.5 M H₂SO₄.
Fig. 3. UV-Vis spectrum of polyaniline salt recorded in tetrahydrofuran.

Fig. 4. X-ray diffraction patterns of polyaniline salts (a) Sample 1, (b) Sample 4.

Where

\[ k = \text{rate of weight loss } [\ln(\text{original wt}) \text{ min}^{-1}] \text{ at temperature } T \]

\[ w = \text{corresponding weight } [\ln(\text{original wt})] \text{ of the polymer remaining.} \]

From the slope (-Ea/R) of this plot activation energy for the degradation of polymer can be calculated. Fig. 6 shows the plots obtained from kinetic analysis of TGA data of PANI doped with DBSA and activation energy calculated from these plots is 55.39kJ/mol, 81.67kJ/mol, 92.43kJ/mol and 76.75kJ/mol for sample 1, 2, 3 and 4, respectively.

3.8 Morphology of PANI-DBSA

The morphology of PANI-DBSA was obtained from scanning electron microscope. The result is presented in Fig. 7 showing aggregated granular morphology.

4. DISCUSSION

There have been several reports on the polymerization mechanism of polyaniline [24,
Fig. 5. Thermogravimetric curves for polyaniline salts a) Sample 1, b) Sample 2, c) Sample 3 d) Sample 4.

Fig. 6. Calculation of activation energy for polyaniline salts a) Sample 1, b) Sample 2, c) Sample 3 d) Sample 4.
In the first step oxidation of aniline into a radical cation takes place by an oxidant. The second step involves the formation of the intermediately oxidized nitrenium cation by losing one proton. Continuous combination of these intermediates leads to the formation of PANI. In this study aniline is oxidized by benzoyl peroxide which further makes PANI chain as shown in scheme 1.

All these PANI salts are highly soluble in common organic solvent due to proper incorporation of DBSA moieties in its backbone. Indeed, the large sized organic sulfonic acids (DBSA) have a good solubility and processability in common organic solvents. It is due to enlarge interchain distance, which means weaker interchain reaction and strong interaction between dopant and solvent.

These PANI salts were systematically characterized by various techniques to investigate their properties. It is seen that with increasing concentration in the feed the intrinsic viscosity decreases. The results are in accordance with Dan and Sengupta [28]. They concluded that the dropping trend in the intrinsic viscosity is due to the direct consequence of rapid lowering in initiator efficiency.

UV-vis spectrum showed three characteristic peaks. The results are similar to Han et al [22]. They assigned the first absorption band at 338 nm to π-π* electron transition within benzoid (B) ring. The second and third at around 428 and 801 nm, respectively, is attributed to the polaron-transitin and bipolaron transition respectively. The last two bands relates to the doping level and formation of polaron lattice. The results support the formation of
PANI-DBSA salt. The calculation of doping level demonstrates that the concentration of aniline plays an important role in the synthesis of PANI-DBSA.

The XRD patterns of PANI-DBSA observed in Fig. 4 show the characteristic peaks of PANI-DBSA. The peaks from 20° to 27° are ascribed to the momentum transfer and periodicity and perpendicular to the chain direction [30, 31]. The peaks at 2θ ≈ 19° and another one at 2θ ≈ 25° are characteristics of van der waals distances between aliphatic chain and between stakes of phenylene rings respectively [32, 33]. The peak at 2.5° observed in both sample 1 and 4, showed the well organized layered structure in which stacks of charged aniline backbone are uniformly spaced by the alkyl tails of DBSA [34]. All peaks are observed at lower value of 2θ indicating the better crystallinity [1, 35]. SEM study revealed the typical granular morphology of these PANI salts [36, 37]. It is seen in the TGA study that the DBSA doped polyaniline salts showed three main weight loss stages. The first step weight loss of about 6-13% is associated with the loss of moisture. PANI always shows high moisture loss because it is highly hygroscopic in nature and some moisture still remains even after vacuum drying [38]. The second step weight loss being in the range 47-65%, is attributed to destroy of the NH⁺…..SO₃⁻ interaction between the PANI chain and the DBSA dopant with degradation of DBSA [39]. A slow and gradual weight loss was observed for these polymers at around 500°C, is due to the structure decomposition of PANI backbone. This is quite high temperature for its degradation compared to the reported literature. Chen [40] found that the degradation temperature of ES form of PANI was lower (around 360-410 °C) than that of the EB form (around 420-450°C). Svelko et al [41] prepared PANI in the presence of non-ionic surfactants which was stable upto 400°C. Jayakannan et al [42] synthesized azobenzenesulfonic acids doped PANI which was stable upto 300°C. In present study high thermal stability up to about 500°C was achieved which presents effectiveness of polymerization pathway [1]. The PANI-DBSA salts were not completely destroyed because in nitrogen atmosphere carbonization of polymer takes place leaving a marked residue [43]. It was found that among all samples, Ea is highest for sample 3. Therefore it is thermally more stable. These results show that DBSA doped PANI material is highly stable and can be used for various high temperature applications.

5. CONCLUSIONS

In this study, PANI-DBSA salts were successfully prepared from DBSA reversed micelle solution. High yield of PANI was obtained by optimizing reaction conditions. The characterizations of PANI-DBSA revealed comparable or preferable properties i.e. percent yield, solubility, crystallinity, electrochemical activity, thermal stability and intrinsic viscosity with the products obtained from other approaches. Thus this inverse emulsion polymerization is a feasible and attractive approach to prepare processable PANI-DBSA salts with a number of valuable chemical properties which may be used for various technological applications.
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Abstract: Southeastern Australia (SEA) has suffered from 10 years of low rainfall from 1997 to 2006. A protracted dry spell of this severity has been recorded once before during the 20th century, but current drought conditions are exacerbated by increasing temperatures. Impacts of this dry decade are wide-ranging, so a major research effort is being directed to better understand the region’s recent climate, its variability and climate change. Large-scale factors that influence the climate of southeastern part of Australia include the El Niño – Southern Oscillation (ENSO), the Indian Ocean Dipole (IOD) and the Southern Annular Mode (SAM). This paper explores rainfall variability and trends within the State of South East Australia over the past century. For much of the State experiences large variations in rainfall over space as well as over time. We use the centre of action approach for the study of wintertime rainfall variability over the mentioned region, taking into account variations in Indian Ocean High pressure system. It is also found that east-west shifts in the position of this subtropical Indian Ocean high significantly influence winter rainfall in South East Australia. The negative correlation implies that when the Indian High shifted to the east there is less rainfall over south east Australia. Similarly when the Indian Ocean High Pressure maximum there is less rainfall observed and vice versa. It indicates that the Indian High pressure in the winter has steadily increased and expanded since the 1950s which is the most direct explanation of the drying trend over the South East Australia. (IOHP and IOHLN) explain 22% variability of rainfall over SEA. Our calculations suggest the variability of winter precipitation over South East Australia is not only influenced by the intensity of Indian Ocean High pressure system but it also depends on its zonal movement.

Keywords: Indian Ocean High Pressure, Precipitation, Teleconnection

1. INTRODUCTION

Australia is the driest inhabited continent on earth; its climate is harsh and extreme. Its interior has one of the lowest rainfalls in the world, and about three-quarters of the land are arid or semi-arid. Rainfall records reveal regular drought cycles, sometimes persisting for a decade and beyond, interspersed with years of above-average rain. Rainfall trends are important from an environmental and an economic perspective. For thousands of years, Australia has experienced strong year-to-year variations in rainfall. These natural variations and any more extreme variations or changes in the normal scope of variation that may result from anthropogenic climate change are important indicators for the condition of the atmosphere.

Particularly, in south-east Australia, since 1950, rainfall has decreased and droughts have become hotter and the number of extremely hot days has risen [1]. Climate change projections indicate that the south-east is likely to become hotter and drier in future. Most of South-Eastern Australia (SEA) has seen reduced rainfall since the late 1990s (National Climate Centre – NCC-, 2008). Rainfall across south-eastern Australia is highly variable on inter-annual and decadal time-scales (Fig. 1).

The first half of the 20th century was markedly drier than the second half, with a significant increase
in the late 1940s [2]. In the late 1990s, most of the region entered an extended dry spell. From 1997 to 2009, virtually the entire area experienced rainfall below the long-term average, with some places recording the lowest totals on record. Most of the rainfall decline up to 2006 occurred in autumn, with 2006 through 2008 also experiencing relatively poor rainfall in winter and spring. The rainfall decline affected the southern area of the Murray-Darling Basin and the whole of Victoria, with impacts on the environment, irrigation industries and the cities of Adelaide, Melbourne and Canberra. It has been shown that a 13% reduction in rainfall in the southern Murray-Darling Basin from 1997-2006 led to a stream flow decrease of 44% [3].

Large-scale factors that influence the climate of southeastern part of Australia include the El Niño–Southern Oscillation (ENSO), the Indian Ocean Dipole (IOD) and the Southern Annular Mode (SAM). The ENSO represents the effects of the Pacific Ocean, the IOD represents the Indian Ocean impacts, and the SAM represents the effects of the atmospheric circulation at high latitudes. These factors have been shown to have varying influences on seasonal rainfall patterns.

This study aimed at investigating the variability of rainfall over South East Australia (south of 33.5ºS and east of 135.5ºE) using the Center of Action (COA) approach. In the scheme used in this paper a COA is characterized by three indices representing its area-averaged longitude, latitude and pressure. The atmospheric centers of action are the large scale semi-permanent features of high and low pressure that are prominent in seasonal maps of global sea level pressure. Several recent studies have illustrated these advantages of the COA approach, such as the variations of zooplankton in the Gulf of Maine [4], the position of the Gulf stream north wall [5], the inter annual variability of Saharan mineral dust transport over the Atlantic [6], and the variability of wintertime Greenland tip jet [7]. These studies have demonstrated that not only changes in pressure but also changes in the latitude and longitude positions of the COA are in impact regional climates.

A recent study demonstrates the impact of the Indian Ocean high pressure system on winter precipitation over western and southwestern Australia [8]. In fact, the Indian Ocean High and South Pacific High are the centers of action that dominates atmospheric circulations that bring moisture to regions of SEA. Thus, this study proposes to investigate the impact of changes in pressures and positions of the Indian Ocean High on seasonal rainfall.

2. DATA
This study employed the Australian Bureau of Meteorology (BOM) gridded monthly rainfall datasets from 1950 to 2008. The datasets were developed using topography-resolving analysis methods applied to all available rainfall station data passed by a series of internal quality tests (see, http://www.bom.gov.au) It is the best available dataset for the analysis of variability in Australian rainfall.

Monthly averaged gridded mean sea-level pressure (MSLP) data from the National Center for Environmental Prediction (NCEP) reanalysis [9] for 1950–2008 were used for calculating objective COA indices for the monthly averaged pressure, latitude and longitude of the Indian Ocean High and the South Pacific High systems, as described by Hameed and Piontkovski [5]. The NCEP reanalysis was also used for constructing composite maps to understand meteorological changes that accompany different extreme conditions.

Southern Oscillation Index (SOI) is available at the Climate Data Centre, National Centers for Environmental Prediction. Indices for SAM prior to 1979 are based on very limited observations because there are only a small number of stations over the high latitudes of the southern hemisphere. The data of Indian Ocean Dipole (IOD) was used from 1958 to 2008, provided by Japan Agency for Marine-Earth Science and Technology (JAMSTEC). All calculations in this paper are for the season from June to August (JJA).

3. METHODOLOGY
The relationship between the atmospheric pressure fluctuation and rainfall variability over Australia,
4. RESULTS AND DISCUSSION

We first assessed the dominance of the key drivers (COA indices, including pressure, latitude and longitude of the Indian Ocean High (IOH), of rainfall variability in south east Australia (SEA) by computing the correlation of these indices with the rainfall at each grid point across SEA. We do this in a moving 3 month window and then find the driver that accounts for the most variability (strongest correlation) in each 3 month season. The results are shown in Table 1.

Table 1. Correlation Matrix of JJA Precipitation for South East Australia and Center of Action Variables, SOI, SAM and IOD during 1951–2008. Values significant at the 0.05 statistical level are shown in bold.

<table>
<thead>
<tr>
<th>COA Variables</th>
<th>SEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall</td>
<td></td>
</tr>
<tr>
<td>Indian Ocean High Pressure (IOHPS)</td>
<td>-0.263</td>
</tr>
<tr>
<td>Indian Ocean High Longitude (IOHLN)</td>
<td>-0.409</td>
</tr>
<tr>
<td>Indian Ocean High Latitude (IOHLT)</td>
<td>0.075</td>
</tr>
<tr>
<td>SOI</td>
<td>0.584</td>
</tr>
<tr>
<td>Southern Annular Mode (SAM)</td>
<td>-0.295</td>
</tr>
<tr>
<td>Indian Ocean Dipole (IOD)</td>
<td>-0.397</td>
</tr>
</tbody>
</table>

The two variables Indian Ocean High Pressure and Indian Ocean High Longitude are significantly correlated with South-East Australia (SEA)
precipitation. In order to evaluate interdependencies among these variables we calculated their correlation matrix shown in Table 2. The Indian Ocean High Pressure is not correlated with the other variable i.e. Indian Ocean High Longitude. As Indian Ocean High longitude and Indian Ocean High Pressure are mutually independent; we construct a linear model of winter rainfall over SEA which yields:

$$\text{SEAprecip} = 5673.230 - 2.031(\text{IOHLN}) - 5.360(\text{IOHPS})$$

$R^2$ for this regression is 0.220. It reveals that the variability of winter precipitation over South East Ocean High pressure system but it also depends on its zonal movement.

A drying trend in South East Australian rainfall since 1990 is apparent in Fig. 1. However, the intensity of Indian Ocean High pressure has been increasing trend. The negative correlation between rainfall over SEA and IOHP shows that the Indian High pressure in the winter has steadily increased and expanded since the 1950s which is the most direct explanation of the drying trend over the South East Australia. This result is consistent with that of Mitas and Clement [12] who showed a statistically significant intensification of their Hadley circulation indices throughout the second part of the 20th century.

### 4.1. Physical Mechanism for the Relationship between Indian Ocean High and Rainfall

The data in Table 1 revealed that the rainfall is negatively correlated with the Indian Ocean high pressure consequently there is more rainfall in winter when Indian ocean high pressure was the lowest is constructed and compared with composites obtained for the 10 winters in which Indian ocean high pressure was highest .Using NCEP/NCAR reanalysis monthly averaged fields, the composite mean of vector wind at 500 mb between the winters in which the Indian Ocean High was low is plotted in Fig. 2.

We can see the wind flow from the Indian Ocean brings moisture eastwards and its influence reaches in the region of South east Australia. Also, Fig. 3 shows that relative humidity was high when Indian ocean high was minimum and the weather is less humid when Indian ocean high is maximum so that the composite difference is positive i.e. 6% in SEA.

Fig. 4 shows composite difference of 500 mb vector wind velocities between the ten winters when the IOH was located most to the west (more rain in SEA) and the ten winters when the High was located most to the east (less rain in SEA). It shows

![Fig. 1. Mean annual rainfall over mainland southeast australia from 1990 to 2009. Also shown is the 11th year running mean (solid black).](image)
Fig. 2: Composite mean of vector wind (500mb) over the 10 winters when Indian Ocean High pressure was minimum.

Fig. 3: Composite difference of Relative Humidity (850mb) during 1951–2008, between the ten winters when Indian High Pressure was minimum (more rain in SEA) and the ten winter when the Indian High Pressure was maximum (less rain in SEA).

Fig. 4: Composite difference of Vector Wind (500mb) during 1951–2008, between the ten winters when Indian High Longitude was minimum (more rain in SEA) and the ten winters when the Indian High Longitude was maximum (less rain in SEA).
anomalous flow from the ocean into west Australia with magnitude 4 m/s and in south east Australia it was reduced to 1 m/s to 1.5 m/s. Also we can see in Figs. 5 (a-b), which are the composite differences of Surface Pressure and Sea level pressure during 1951–2008, between the ten winters when Indian High Longitude was minimum (more rain in SEA) and the ten winters when the Indian High Longitude was maximum (less rain in SEA), these figures reveal that the low pressure was developed which was extended to the region of SEA.

Fig. 6 shows that weather was more humid when the IOH was located most to the west (more rain in SEA) as was located most to the east (less rain in SEA). Finally, it is noted that the impacts of Zonal Movement of Indian Ocean High Pressure on SEA rainfall exhibit important seasonal variations. NCEP reanalysis data show that atmospheric circulation is consistent with our empirical results.

5. CONCLUSIONS

Previous studies have identified large-scale factors that influence the climate of southeastern Australia includes the El Niño — Southern Oscillation (ENSO), the Indian Ocean Dipole (IOD) and the

Fig. 5: Composite difference during 1951–2008, between the ten winters when Indian High Longitude was minimum (more rain in SEA) and the ten winters when the Indian High Longitude was maximum (less rain in SEA) (a) Pressure (surface) (b) Sea level pressure(surfce).
Fig. 6: Composite difference of Relative Humidity (850mb) during 1951–2008, between the ten winters when Indian High Longitude was minimum (more rain in SEA) and the ten winters when the Indian High Longitude was maximum (less rain in SEA).

Southern Annular Mode (SAM). These factors have been shown to have varying influences on seasonal rainfall patterns. The present paper has examined this relationship in terms of the dynamics of the Indian Ocean High pressure system which dominates atmospheric circulations that bring moistures to regions of South East Australia. Specifically, it was found that east-west shifts in the position of this subtropical Indian Ocean high significantly influence winter rainfall in South East Australia. The negative correlation implies that when the Indian High shifted to the east there is less rainfall over south east Australia. Similarly when the Indian Ocean High Pressure maximum there is less rainfall observed and vice versa. It shows that the Indian High pressure in the winter has steadily increased and expanded since the 1950s which is the most direct explanation of the drying trend over the South East Australia. The pressure and the longitude position of the IOH are not significantly correlated with each other. A statistical model of JJA rainfall in South East Australia using the IOH pressure and longitude as independent variables is presented. It explains 22 per cent of the observed rainfall variance. Our calculations suggest that the variability of winter precipitation over South East Australia is not only influenced by the intensity of Indian Ocean High pressure system but it also depends on its zonal movement.
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