Speaker-Dependent Human Emotion Recognition in Unimodal and Bimodal Scenarios
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Abstract: This paper presents an efficient technique of human emotion recognition using the audio and visual modalities for the speaker-dependent scenario. To achieve better emotion classification different audio and visual features were extracted. The feature selection was performed using the Plus T-A Take Away algorithm based on two criteria: Mahalanobis distance and KL-divergence. The feature selection was followed by feature reduction using PCA and LDA, and classification using the Gaussian classifier. Emotion classification was performed using both the unimodal and bimodal approaches. In the bimodal approach, audio and visual features were fused at two levels: feature and decision. The emotion classification performance comparable to humans was achieved on the SAVEE database for the unimodal and bimodal scenarios.
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1. INTRODUCTION

In recent years, humans have developed advanced technologies which have made the human-computer interaction more attractive for humans. Primarily, human beings use speech to communicate with each other, but the complete message cannot be conveyed only through verbal content. Some additional information are required to completely understand the message, these includes vocalized emotions, facial expressions, hand gestures and body language [1, 2]. From human’s point of view, the human-machine interaction will be more interesting if machines can recognize human emotions and are able to respond accordingly [3]. On the other hand, communication will be more reliable if machines are able to understand human emotions [4].

Automatic emotion recognition covers a wide range of applications including automobile systems, customer services systems, health care, and game and film industries [5]. In recent years, researchers from different disciplines have taken interest in the field of human emotion recognition and significant progress has been made in several areas including recording of emotional databases, feature extraction, feature selection, and classification [5, 6].

Previous studies have mainly focused on unimodal approaches (e.g., speech, facial expressions) for emotion classification. The modalities have been analyzed independently and the interrelation between different modalities has not been explored. In actual fact, speech and facial expressions are highly correlated, and emotions and linguistic content influence the relationship between these two modalities [7]. Humans utilize both speech and gesture to express their emotions, and for this reason an ideal emotion recognizer should be based on both verbal and non-verbal
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One of the factors upon which the reliability of an emotion recognizer depends is the quality of emotional data used to build the emotion recognition system. Examples of audio databases are the AIBO corpus and Berlin database [9, 10]. Visual databases include the Cohn-Kanade and MMI databases [11, 12]. The audio-visual databases are Facial Motion Capture database, GEMEP, and Belfast Naturalistic database [7, 13, 14]. The emotional databases are either acted or natural.

Audio and visual features of various types have been analyzed to achieve better emotion classification results. Important audio features are pitch, formants, duration, spectral energy, and Mel frequency cepstral coefficients (MFCCs). These features have been used both at utterance-level [15] and frame-level [16]. The vision-based techniques are mainly based on facial expressions, since face plays a vital role in conveying emotions. Facial features can be subdivided into two broad categories: geometric and appearance [17]. The technique [17] is based on geometric features, while [18] uses appearance features.

In the field of pattern recognition, feature selection and reduction techniques are used to remove the uninformative, redundant and noisy information. These techniques improve the classification accuracy and computational efficiency. The feature search techniques used in the field of emotion recognition include sequential floating forward selection [19], genetic algorithms [20] and best-first [21]. Feature reduction techniques include PCA and LDA [22, 23].

In any pattern recognition problem, the choice of classifier is very important. These classifiers include hidden Markov model [16], neural network [24], support vector machine [25], and adaptive boosting [26]. Multimodal approaches have been adopted to improve the emotion classification by fusion of data at feature [2], decision [27], and model [28] levels.

In the field of emotion recognition, most research is based on unimodal approaches (e.g., audio or visual), and less progress has been made in terms of multimodal approaches. This research aims to achieve better classification accuracy using the bimodal approach with appropriate feature selection and reduction techniques. The following sections present the SAVEE database, method, experimental results, discussion and conclusion.

2. SAVEE DATABASE
We used Surrey Audio-Visual Expressed Emotion (SAVIEE) database [29] for our analysis. The database consists of data from four British male speakers in Ekman’s six basic emotions (anger, fear, disgust, sadness, happiness and surprise) plus neutral [30]. The text material consisted of 15 phonetically-diverse sentences for each of the six emotions and 30 sentences for the neutral. The distribution of sentences in this way resulted in 120 utterances per actor and 480 utterances in total. A subject with four different emotions (anger, fear, happiness, and surprise) from the SAVEE database is shown in Fig. 1.

The sampling rate for audio data was 44.1 kHz, while that for video was 60 fps. To extract facial features, each actor’s frontal face was painted with 60 markers. The SAVEE database was evaluated at utterance level by 20 subjects (10 male, 10 female). Each actor’s data were evaluated by 10 subjects. The classification accuracy for seven emotion classes averaged over four actor’s data and 10 evaluators was 66.5 % (Standard Error (SE): 2.5) for audio, 88.0 % (SE: 0.6) for visual, and 91.8 % (SE: 0.1) for audio-visual data.

3. METHOD
The speaker-dependent emotion classification was performed using a three steps method: feature extraction, feature selection and reduction, and classification, as shown in Fig. 2.

3.1 Feature Extraction
For emotion classification in the speaker-dependent scenario, features were extracted at utterance-level consisting of 106 audio and 240 visual features. The details of the audio and visual features are given below.

3.1.1 Audio Features
The audio features were related to pitch ($f_0$), duration, energy and spectral envelop. These features were extracted using the Speech Filing System [31] and HTK [32].
Pitch Features: The fundamental frequency ($f_0$) was extracted using the Speech Filing System. Features related to $f_0$ contour were minimum and maximum of mel frequency; mean and standard deviation of first and second Gaussian of mel frequency; minimum, maximum, mean and standard deviation of mel frequency first order difference.

Duration Features: Phone labels were used to extract duration features. The phone labeling was performed in two steps: first HTK was used for automatic labeling of the audio, and second the Speech Filing System was used to correct the automatic phone labels. The extracted features were voiced speech duration, unvoiced speech duration, sentence duration, average voiced phone duration, average unvoiced phone duration, voiced-to-unvoiced speech duration ratio, average voiced-to-unvoiced phone duration ratio, speech rate, voiced-speech-to-sentence duration ratio, and unvoiced-speech-to-sentence duration ratio.

Energy Features: The extracted features were mean and standard deviation of total log energy; minimum, maximum, range, mean and standard deviation of normalised energies in the original speech signal and speech signal in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; minimum, maximum, range, mean and standard deviation of first order difference of normalised energies in the original speech signal and speech signal in the same frequency bands.

Spectral features: The spectral envelope features were mean and standard deviation of 12 MFCCs.

The mean ($\mu_x$) and standard deviations ($\sigma_x$) of marker $x$ coordinates were calculated by

$$\mu_x = \frac{1}{m} \sum_{j=1}^{m} x_j$$

$$\sigma_x = \frac{1}{m-1} \sum_{j=1}^{m} (x_j - \mu_x)^2$$

The mean ($\mu_y$) and standard deviations ($\sigma_y$) of marker $y$ coordinates were calculated using the relations

$$\mu_y = \frac{1}{m} \sum_{j=1}^{m} y_j$$

$$\sigma_y = \frac{1}{m-1} \sum_{j=1}^{m} (y_j - \mu_y)^2$$

where $m$ denotes the number of marker $x$ and $y$ coordinates.

3.2 Feature Selection and Reduction

For the speaker-dependent emotion classification, we adopted a two-step process: feature selection with Plus-1-Take Away r algorithm, followed by feature reduction with PCA and LDA.

3.2.1 Feature Selection

The Plus-1-Take Away r algorithm is a feature search method based on some criterion function [33]. It combines the sequential forward selection (SFS) and sequential backward selection (SBS) algorithms to achieve better results. At each step, $l$ numbers of features are included to the current feature set and $r$ numbers of features are discarded. The process continues until the required feature set size is achieved. The feature search was performed with $l = 2$ and $r = 1$, i.e., one feature was added at each step. We used this algorithm for feature selection based on two different criteria: Mahalanobis distance and KL-divergence [34]. These distance measures have been used as dissimilarity measures in different applications including speaker recognition [34], emotion recognition [35] and texture retrieval [36]. Feature selection was performed over the full range of audio, visual and audio-visual feature sets.
Mahalanobis Distance: It defines the similarity between two classes \([37]\). For two normally distributed classes \(\omega_i\) and \(\omega_j\), Mahalanobis distance is defined as

\[
d_{\text{Mah}} = \sqrt{(\mu_i - \mu_j)^T (P_i\Sigma_i + P_j\Sigma_j)^{-1} (\mu_i - \mu_j)}
\]

(8)

where \(\mu_i\) and \(\mu_j\) are the means, \(\Sigma_i\) and \(\Sigma_j\) are the covariances, and \(P_i\) and \(P_j\) are the prior probabilities of classes \(\omega_i\) and \(\omega_j\), respectively.

Kullback-Leibler (KL) divergence measure: It provides the dissimilarity between two classes based upon information theory \([38]\). For two normally distributed classes \(\omega_i\) and \(\omega_j\), the KL-divergence is defined as

\[
J_{\text{div}} = \frac{1}{2} tr\left[(\Sigma_i^{-1} + \Sigma_j^{-1})(\mu_i - \mu_j)(\mu_i - \mu_j)^T\right] + \frac{1}{2} tr\left[(\Sigma_i - \Sigma_j)(\Sigma_i^{-1} - \Sigma_j^{-1})\right]
\]

(9)

where \(tr\) denotes the matrix trace operation. The KL-divergence relation consists of two terms. The first term defines the difference between two classes based on class means, while the second term provides the difference using the covariance matrices.

Features were normalized prior to applying the feature selection by using the Z-norm (i.e., mean subtraction and division by standard deviation). The Mahalanobis distance and KL-divergence measure provide the separability between two classes. For \(m\) number of classes the separability measure is obtained by averaging it over all binary combinations of the classes.

3.2.2 Feature Reduction

Statistical methods can be used to reduce the dimensionality of a feature set. PCA technique \([39]\) is used to extract the important characteristics of high-dimensional data and to remove the uninformative and noisy data. The LDA method \([40]\) provides the separation between classes based on the ratio of between-class variance to within-class variance. For feature reduction, we applied both PCA and LDA as linear transformation techniques to the selected features.

3.3 Classification and Fusion of Modalities

The Gaussian classifier utilizes the Bayes decision theory for classification. It is assumed that the class-conditional probability \(p(x|\omega_i)\) have Gaussian distribution for each class \(\omega_i\). The Bayes decision rule is described as

\[
i_{\text{Bayes}} = \arg \max_i \frac{p(x|\omega_i)P(\omega_i)}{\sum_j p(x|\omega_j)P(\omega_j)}
\]

(10)

where \(P(\omega_i|x)\) denotes the posterior probability, and \(P(\omega_i)\) defines the prior class probability. A single component Gaussian was used to model each emotion class \(\omega_i\) using a diagonal covariance matrix.

The audio-visual emotion classification was performed by the fusion of modalities at feature-level and at decision-level.

4. EXPERIMENTAL RESULTS

Experiments were performed both in the unimodal and bimodal scenarios. In unimodal scenario, experiments were conducted using the audio or visual features. In the case of bimodal scenario, we investigated the audio-visual fusion both at feature-level and at decision-level. Each speaker data were divided into four sets, and experiments were conducted with four different training and testing sets. The results were averaged over four tests. For each experiment, three sets were used for training and one set for testing. Finally, the results were averaged over four speakers’ data.

4.1 Audio Emotion Classification

The average classification accuracies achieved for seven emotions using the features selected by Mahalanobis distance and KL-divergence are plotted in Fig. 3a. In general, the features selected by Mahalanobis distance performed better than those by KL-divergence. The LDA-transformed features performed better for up to 50 selected features, after which its performance deteriorated. For the LDA-transformed features, the best classification accuracy with Mahalanobis distance was 61\% (SE: 7.5) using 25 selected features, and with KL-divergence it was 55\% (SE: 6.0) using 40 selected features. In the case of PCA-transformed features, the classification performance improved with an increasing number of selected features. The best classification performance for the Mahalanobis distance was 54\% (SE: 8.0) using 95 selected features, and for the KL-divergence it was 56\% (SE: 7.6) using 70 selected features. In general, the LDA technique performed better for fewer selected features (up to
Fig. 1. Different expressed emotions of a subject from SAVEE database: (a) anger, (b) fear, (c) happiness, and (d) surprise.

Fig. 2. Block diagram of emotion classification method for the speaker-dependent scenario.
Fig. 3. Average classification accuracy (%) achieved for seven emotions on SAVEE database for the speaker-dependent scenario. The audio, visual, and audio-visual features were selected with the Mahalanobis (Mah) distance and KL-divergence (Div). Here FL: feature-level, DL: decision-level.
50), while the PCA method achieved better results for larger sets of selected features. For the Mahalanobis distance criterion, the performance of LDA-transformed features was better than PCA-transformed features. In the case of KL-divergence, the classification performance of PCA-transformed and LDA-transformed features was comparable.

In the case of Mahalanobis distance, the best 25 selected features included 4 pitch, 16 energy and 5 MFCC features, and the top 95 selected features consisted of 8 pitch, 58 energy, 10 duration and 19 MFCC features. For KL-divergence, the top 40 selected features included 5 pitch, 33 energy, 1 duration and 1 MFCC features, and the best 70 selected features consisted of 8 pitch, 45 energy, 5 duration and 12 MFCC features. In general, the energy features were found to be most important, followed by MFCC, pitch and duration.

4.2 Visual Emotion Classification
Recognition rates for seven emotions using the visual features selected by Mahalanobis distance and KL-divergence are plotted in Fig. 3b. The LDA-transformed features performed better for up to 60 selected features, and from that point onwards the performance dropped sharply. The classification accuracy recovered beyond 100 selected features but was lower than the best performance. For the LDA-transformed features, the performance of features selected by Mahalanobis distance and KL-divergence was quite close. The best classification performance for the Mahalanobis distance was 99% (SE: 1.2) using 35 selected features, and for the KL-divergence it was 98 % (SE: 2.0) using 30 selected features. For the PCA-transformed features, the best recognition rate for Mahalanobis distance was 96 % (SE: 2.2) using 110 selected features, and for KL-divergence it was 95 % (SE: 2.4) using 45 selected features. The overall performance of LDA-transformed features was higher for fewer selected features (up to 60), while the PCA-transformed features performed better for larger sets of selected features. The performance of LDA-transformed features was better than the PCA-transformed features for both the Mahalanobis distance and KL-divergence criteria.

In the case of Mahalanobis distance, the top 35 selected features included 11 mean of marker x coordinates, 8 mean of marker y coordinates, 12 standard deviation of marker x coordinates and 4 standard deviation of marker y coordinates. The best 110 selected features consisted of 26 mean of marker x coordinates, 28 mean of marker y coordinates, 33 standard deviation of marker x coordinates and 23 standard deviation of marker y coordinates. For KL-divergence, the best 30 selected features included 6 mean of marker x coordinates, 11 mean of marker y coordinates, 9 standard deviation of marker x coordinates and 4 standard deviation of marker y coordinates. The top 45 selected features consisted of 9 mean of marker x coordinates, 12 mean of marker y coordinates, 14 standard deviation of marker x coordinates and 10 standard deviation of marker y coordinates. In general, standard deviation of marker x coordinates were the best features, followed by mean of marker y coordinates, mean of marker x coordinates, and standard deviation of marker y coordinates. The forehead and eyebrow areas were more discriminative as compared to the cheek area and lower part of the face.

4.3 Audio-Visual Emotion Classification
The audio-visual emotion classification was performed by fusion of two modalities at feature-level and decision-level. The results were obtained for seven emotions using the features selected by Mahalanobis distance and KL-divergence. The decision-level fusion was performed using the equal numbers of selected audio and visual features. For decision-level fusion, the probabilities obtained for the audio and visual modalities were multiplied with equal weighting to obtain the audio-visual classification result.

4.3.1 Feature-Level Fusion
The average classification accuracies for the audio-visual fusion at feature-level are plotted in Fig. 3c. For the feature-level fusion, the best result achieved with the LDA-transformed features for Mahalanobis distance was 97 % (SE: 2.2) using 55 selected features, and for KL-divergence it was 96% (SE: 2.5) using 40 selected features. In the case of PCA-transformed features, the best classification score for Mahalanobis distance was 84% (SE: 4.3) with 100 selected features, and for KL-divergence it was 83 % (SE: 4.7) with 110 selected features.

For the Mahalanobis distance, the best 55 selected features included 19 audio and 36 visual
features. The audio features consisted of 2 pitch, 13 energy and 4 MFCC, and visual features included 11 mean of marker x coordinates, 7 mean of marker y coordinates, 9 standard deviation of marker x coordinates and 9 standard deviation of marker y coordinates. The top 100 features selected by Mahalanobis distance consisted of 6 audio and 94 visual features, where audio features included 1 pitch, 4 energy and 1 MFCC, and visual features consisted of 24 mean of marker x coordinates, 7 mean of marker y coordinates, 9 standard deviation of marker x coordinates and 9 standard deviation of marker y coordinates. For the KL-divergence criterion, the top 40 selected features included 9 audio and 31 visual features, where audio features consisted of 4 pitch, 1 duration and 2 MFCC, and visual features included 10 mean of marker x coordinates, 4 mean of marker y coordinates, 8 standard deviation of marker x coordinates and 9 standard deviation of marker y coordinates. For the KL-divergence criterion, the best 25 audio features consisted of 4 pitch, 16 energy, 2 duration and 3 MFCC, and the corresponding 25 visual features included 8 mean of marker x coordinates, 5 mean of marker y coordinates, 6 standard deviation of marker x coordinates and 9 standard deviation of marker y coordinates. The top 55 audio features selected by KL-divergence consisted of 7 pitch, 37 energy, 5 duration and 6 MFCC, while the corresponding 55 visual features consisted of 15 mean of marker x coordinates, 14 mean of marker y coordinates, 16 standard deviation of marker x coordinates and 10 standard deviation of marker y coordinates.

The overall performance of decision-level fusion was better than feature-level fusion for both the Mahalanobis distance and KL-divergence criteria. In the case of LDA-transformed features, the performance of the two fusion methods was quite close, but for the PCA-transformed features the decision-level fusion performed much better than the feature-level fusion. Among the selected audio features, the energy features were the most important, followed by MFCC, pitch and duration. The most important visual features were standard deviation of marker x coordinates, followed by mean of marker x coordinates, mean of marker y coordinates and standard deviation of marker y coordinates.

5. DISCUSSION

Human and machine classification performance on the SAVIE database for the speaker-dependent task indicated similar patterns of accuracy for the audio, visual and audio-visual (decision-level fusion) modalities. The comparison of human and machine performance is given in Table 1. In general, the visual modality performed better than the audio, and the overall performance improved when the two modalities were combined at decision-level. An overall improvement was observed in the standard error between visual and audio-visual modalities for both Mahalanobis
distance and KL-divergence criteria, although no significant improvement was observed in the classification accuracy. The possible reason was that a high level of accuracy was obtained for the visual modality alone and no further improvement was obtained when the visual modality was combined with the audio modality.

### Table 1. Average classification accuracy in percentage (± standard error) for seven emotions on SAVEE database achieved by human and machine. The audio, visual, and audio-visual (decision-level fusion) features were selected with Mahalanobis distance and KL-divergence measure, followed by linear transformation with PCA and LDA.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Human</th>
<th>Machine</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mahalanobis distance</td>
<td>KL-divergence measure</td>
<td>PCA</td>
<td>LDA</td>
<td>PCA</td>
<td>LDA</td>
</tr>
<tr>
<td>Audio</td>
<td>67 ± 2.5</td>
<td>54 ± 8.0</td>
<td>61 ± 7.5</td>
<td>56 ± 7.6</td>
<td>55 ± 6.0</td>
<td></td>
</tr>
<tr>
<td>Visual</td>
<td>88 ± 0.6</td>
<td>96 ± 2.2</td>
<td>99 ± 1.2</td>
<td>95 ± 2.4</td>
<td>98 ± 2.0</td>
<td></td>
</tr>
<tr>
<td>Audio-Visual</td>
<td>92 ± 0.1</td>
<td>96 ± 2.5</td>
<td>99 ± 1.0</td>
<td>95 ± 1.6</td>
<td>98 ± 1.3</td>
<td></td>
</tr>
</tbody>
</table>

The overall performance of LDA-transformed features was better than the PCA-transformed features for the features selected by both Mahalanobis distance and KL-divergence criteria. In the case of LDA-transformed features, the Mahalanobis distance performed much better than the KL-divergence for the audio modality, while for visual and audio-visual modalities the performance of two criteria was comparable. For the PCA-transformed features, the performance of Mahalanobis distance was comparable to KL-divergence. The overall performance of Mahalanobis distance was better than KL-divergence for both the LDA-transformed and PCA-transformed features.

For the Mahalanobis distance and KL-divergence criteria, the LDA-transformed features performed better for a small number of selected features (approximately up to 50), while the performance of PCA-transformed features improved with an increasing number of selected features. In general, the decision-level fusion performed better than feature-level fusion. The overall performance of the two fusion methods was comparable for the LDA-transformed features. In the case of PCA-transformed features, the decision-level fusion performed much better than feature-level fusion.

Differences existed between the classification accuracies of human and machine. The possible reasons are differences in the training data, i.e., the machine was trained/tested in a speaker-dependent scenario but humans were adapted to a small amount of data and evaluation was performed in a speaker-independent fashion, the task was discrete emotion classification, and the expressed emotions may have been lacking in naturalness.

### 6. CONCLUSIONS

For the speaker-dependent task using the SAVEE database, the average recognition rates comparable to humans were achieved for the audio, visual and audio-visual modalities. A baseline system consisting of feature selection using the Plus l-Take Away r algorithm, feature reduction using the PCA and LDA, and classification using a Gaussian classifier was tested and high performance was achieved.

The visual modality performed better than the audio, and the overall accuracy improved for the bimodal scenario. The LDA-transformed features performed better than the PCA-transformed features for the Mahalanobis distance and KL-divergence. The decision-level fusion performed better than the feature-level fusion. The important audio features were the energy features, followed by spectral, pitch and duration features, while for the visual modality, features from the forehead and eyebrow areas were found most discriminative. In general, the visual features were more discriminative compared to the audio features.

The overall best results for the unimodal and bimodal scenarios were achieved with the features selected by Mahalanobis distance criterion. The best classification accuracy for the audio modality was 61 % (SE: 7.5) using 25 selected features, for the visual modality it was 99 % (SE: 1.2) using 35 selected features, and for the bimodal scenario (decision-level fusion) it was 99 % (SE: 1.0) using 35 selected features per modality. These results were achieved with 6 LDA-transformed features using a Gaussian classifier.

In Future we will extend the speaker-dependent emotion classification to the speaker independent scenario. The feature extraction,
feature selection and reduction, and classification techniques will be transferred to the speaker-independent task. For this purpose, additional audio and visual features will be extracted, and appropriate speaker normalization techniques will be used. To achieve better classification performance, we will adopt more sophisticated schemes such as SVM for the classification.
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